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”There’s a lot of ugliness in this world. Disarray.
So many of my memories were ugly.
But the things I held onto until the end weren’t the ugly ones.
I remember the moments that I saw what they were really capable of.
Moments of kindness, here and there.
They created us, and they knew enough of beauty to teach it to us.
Maybe they can find it themselves.
There is ugliness in this world. Disarray.
But I choose to see the beauty.”

- Dolores Abernathy, Westworld
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GENERAL INTRODUCTION

In recent years, there has been a growing demand for resident perspectives in
the assessment of the quality of care in nursing homes, as these perspectives are
crucial for improving the quality of care [1–3]. Quality of care and quality of life are
closely related to thewell-being of residents. This demand has led to the collection
of large volumes of data, including quantitative data from questionnaires, sen-
sors, and wearables, as well as qualitative data from interviews and observations
[2, 4, 5]. Narrative data, such as residents’ experiences in nursing homes or dur-
ing events like the COVID-19 pandemic, have become particularly valuable [2, 5–
7]. They provide insight into aspects like engagement, satisfaction, quality of life,
and quality of care. Gathering these narratives involves various methods, includ-
ing written narratives and transcribed interviews. However, analyzing these large
volumes of textual data often involves manual analysis, which is labor-intensive
and prone to human error and bias, limiting objectivity and reproducibility [8–10].

The volume and variety of data in nursing homes are expanding signifi-
cantly, driven by Internet of Things (IoT) devices, interviews, questionnaires,
and electronic health record (EHR) systems. IoT devices generate continuous
data streams regarding residents’ health and well-being [4], while EHR systems
store vast amounts of clinical and administrative data [11]. This complex data
ecosystem poses substantial challenges in data management, analysis, and in-
terpretation. Manual data entry, transcription, and analysis are time-consuming
and amplify the downsides of human error and bias [12]. Advanced analytical
approaches and robust data management strategies are necessary to integrate
these diverse data types effectively to distill their knowledge [13].

This dissertation explores the application of artificial intelligence (AI) methods
to streamline data analysis in long-term care for older adults (LTC). LTC encom-
passes a range of services designed to meet the needs of people with chronic ill-
nesses or disabilities who cannot care for themselves for long periods [14]. Nurs-
ing homes are a critical component of LTC, providing 24-hour medical and per-
sonal care [15]. In the Netherlands, approximately 115,000 older adults resided
in nursing homes as of 2019, according to the Statistics Office of the Netherlands
(CBS) [16]. These facilities cater to individuals with complex care needs, such as
those suffering from dementia or severe physical impairments. Nursing homes
have seen a growing integration of digital technology and data in recent years.
Innovations in EHRs, IoT devices, and advanced analytical tools have paved the
way for enhanced care delivery and better health outcomes [4, 17]. However, the
full potential of these technologies has not been reached. Therefore, the goal of
this dissertation is to provide scalable solutions for data collection and analysis,
addressing challenges such as manual labor intensity, human error, and bias, to
offer deeper insights into the quality of care. In Box 1.1, we provide an overview
of key terminologies related to data science and artificial intelligence.
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CHAPTER 1

Box 1.1: Data Science and Artificial Intelligence.

Data Science

Data Science is an interdisciplinary field that uses scientific methods, pro-
cesses, algorithms, and systems to extract knowledge and insights from
structured and unstructured data [18]. It combines aspects of statistics,
computer science, and information science to analyze and interpret complex
data.

Artificial Intelligence

Artificial Intelligence (AI) is a broad field of computer science focused on
creating smart machines capable of performing tasks that typically require
human intelligence [19]. AI integrates various subfields, including machine
learning and natural language processing, to enable machines to learn from
experience and adjust to new unseen inputs.

Machine Learning

Machine Learning is a subset of AI that enables machines to learn from data
such as Bayesian networks and decision trees [20]. Machine learning algo-
rithms use statistical techniques to identify patterns in data and make pre-
dictions based on these patterns.

Deep Learning

Deep Learning is a subset of machine learning that uses neural networks to
process large and complex datasets [21]. Neural networks are inspired by
the human brain, with interconnected layers of artificial neurons that pro-
cess information.

Natural Language Processing

Natural Language Processing (NLP) is a branch of AI that enables machines
to understand and interpret human language [22]. NLP algorithms analyze
text and speech data, extracting meaning from unstructured data. These al-
gorithms can perform tasks such as sentiment analysis, speech recognition,
and text summarization.
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1 Insufficient Usage of Data in Nursing Homes

Currently, there is a large amount of data in nursing homes that is not (fully) uti-
lized. Efficient, accurate, and automated methods for data collection, entry, and
analysis are critical for ensuring the scalability and objectivity of quality-of-care as-
sessments [1, 2]. Significant advancements in data processing technologies and
methodologies, along with a reevaluation of current practices, are necessary to
achieve a data-informed approach [3, 5].

One of the primary challenges in nursing homes is the lack of resources, par-
ticularly in manpower and technological infrastructure. The manual processes
involved in data collection, entry, and analysis are time-consuming and labor-
intensive [23–25]. AI can automatemany of these processes, significantly reducing
time and labor [18, 26]. For example, machine learning algorithms can automati-
cally transcribe and analyze interview recordings, alleviating the burden ofmanual
transcription and coding analysis [8, 27]. This automation speeds up the process
of analysis, which allows for processing larger data volumes than feasible manu-
ally [28, 29].

Traditionalmethods of data analysis in nursing homes, such asmanual coding,
are often subjective and prone to human error and bias [9, 10]. They also strug-
gle to handle increasing data complexity and volume. AI provides more objective
and sophisticated analytical methods [17, 30], analyzing large datasets more effi-
ciently and accurately, and identifying patterns and insights that might be missed
by human analysts [31, 32]. AI technologies, such as machine learning algorithms
and natural language processing, can assist in analyzing data, identifying patterns
and trends that might be missed in manual analysis, and providing more rapid
and accurate insights [19, 20, 22]. The integration of AI in data analysis can help
in transforming raw data into meaningful information, guiding decision-making,
and improving care strategies in long-term care settings.

2 Data Collection Regarding Quality of Care in Nursing
Homes

Data collection in nursing homes is crucial for assessing and improving quality of
care for residents. Twonotablemethods from the ’Limburg Living Lab in Aging and
Long-TermCare’ are theMaastricht Electronic Daily Life Observation tool (MEDLO-
tool) and the ’Connecting Conversations’ approach [23, 33].
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2.1 MEDLO-Tool

The MEDLO-Tool is a tablet-based observational instrument designed to assess
the daily life of people with dementia in nursing homes [33]. It evaluates activi-
ties, physical environment, social interaction, and emotional well-being, capturing
both quantitative data (numerical information) and qualitative data (textual nar-
ratives). This dual-data approach provides comprehensive insights into residents’
engagement, interactions, and mood, offering a holistic view of their daily expe-
riences [33]. Additionally, the MEDLO-Tool employs an ecological momentary as-
sessment (EMA) method, measuring residents’ day-to-day life through repeated
measurements over time [33]. This tool was developed to overcome the limita-
tions of inter-rater reliability in traditional observational methods, enhancing the
validity and reliability of data collection in nursing homes [33]. However, currently
the tool is only being used by researchers due to limited emphasis on its user-
friendliness and practicality for care professionals. This could be solved by taking
the theoretical framework of MEDLO and employing a user-centered design to
make it more accessible.

2.2 Connecting Conversations

The ’Connecting Conversations’method involves interviews tomeasure the quality
of care from the resident’s perspective in nursing homes. This approach includes
conversations with a resident, a family member, and a care professional, focusing
on positive aspects like satisfaction with care. Questions include ”How would you
grade your life right now on a ten-point scale?,” ”What could we do to improve that
grade?,” and ”What does a day for you normally look like?” [2, 23]. Thismethod has
proven valuable in gaining diverse perspectives on the quality of care, enhancing
understanding, and strengthening learning networks among care organizations
[2, 3]. These interviews currently result in large volumes of narrative data, which
are manually transcribed and coded for analysis. This process is time-consuming
and labor-intensive, limiting the scalability and objectivity of data collection [2, 23].
AI could play a pivotal role in automating these processes. This could make the
data collection much more scalable.
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3 Opportunities for Data in Nursing Homes

Currently, many of the methods used to collect and analyze data in nursing
homes are manual and time-consuming. This limits the scalability and objectivity
of quality-of-care assessments. AI technologies offer opportunities to automate
these processes, enablingmore efficient and accurate data collection and analysis
[18, 26]. However, to encompass the nuanced and complex nature of quality of
care, these technologies must be tailored to the specific needs and challenges in
nursing homes [2, 33].

Recent developments in data science are revolutionizing themanagement and
interpretation of large datasets in healthcare, particularly in nursing homes. Tech-
niques such as machine learning, neural networks, and text mining offer promis-
ing avenues to improve quality of care by enabling more precise predictions and
better understanding of care outcomes. For example, analyzing EHRs can help
identify risk factors for adverse outcomes like falls or medication management is-
sues [34, 35]. These techniques can also facilitate personalized care plans by pre-
dicting individual risks and needs based on data-driven insights [36, 37]. The im-
plementation of these technologies in nursing homes, although in the early stages,
represents a forward-thinking approach to addressing the complex needs of an
aging population, promising significant improvements in care delivery and quality
[38, 39].

Advancements in NLP have significantly enhanced our ability to interpret and
understand text, crucial in healthcare settings where understanding resident nar-
ratives and medical reports is vital [2, 5, 23–25]. Improved NLP capabilities aid
in extracting accurate and relevant information from medical records and other
textual sources, leading to better-informed decisions and quality of care.

Automatic Speech Recognition (ASR) technology has also seen considerable
improvements, now capable of transcribing speech with higher accuracy [40–46].
This is particularly significant in healthcare and nursing home settings, where con-
verting spoken words from interviews, doctor’s notes, or group discussions into
text can be a labor-intensive process [2, 17]. The enhanced ASR technology can
accurately transcribe these conversations, even in noisy environments or with
speakers having diverse accents. This advancement not only saves time but also
ensures that valuable qualitative data is captured more efficiently and accurately,
contributing to more comprehensive and person-centered care.
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4 Aim

This thesis aims to leverage AI advancements to improve the quality of care in
long-term care (LTC) for older adults. The specific goals are to:

• Develop tools and methodologies to support data collection and analyses
in LTC by automating manual processes.

• Investigate the possibilities of AI in analyzing textual data regarding the qual-
ity of care.

5 Outline

The structure of this study begins with Chapter 2, which describes what data sci-
ence techniques are currently being employed in long-term care for older adults
in a scoping review. After this, the thesis is split into two parts. In Part I, the pos-
sibilities for automation in data collection and observation are addressed in two
chapters. This exploration is deepened in Chapter 3 through the development
of an automatic speech recognition (ASR) model using interview data from nurs-
ing homes. Chapter 4 moves towards a practical application, with the co-design
and development of a software application for real-time observations in a nursing
home setting. In Part II, the analysis of quality of care data is discussed in two chap-
ters. Chapter 5 shows where text mining can used to delve into themes related
to residents’ experiences regarding quality of care in nursing homes. Chapter 6
presents a comparison between text mining andmanual coding methods. Finally,
this thesis concludes with a synthesis of the findings, methodological and theo-
retical considerations, and recommendations for future research and practice in
Chapter 7.
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THE USE OF DATA SCIENCE TECHNIQUES

Abstract

Aim: The increase in powerful computers and technological devices aswell as new
forms of data analysis such as machine learning have resulted in the widespread
availability of data science in healthcare. However, its role in organisations provid-
ing long-term care for older people (LTC) has yet to be systematically synthesized.
This analysis provides a state-of-the-art overview of (1) data science techniques
that are used with data accumulated in LTC and for what specific purposes and
(2) the results of these techniques in researching the study objectives at hand.

Methods: A scoping review based on guidelines of the Joanna Briggs Institute.
PubMed and CINAHL was searched using keywords related to data science tech-
niques and LTC. The screening and selection process were carried out by two au-
thors and not limited by any research design or publication date. A narrative syn-
thesis was conducted based on the two aims.

Results: The search strategy yielded 1,488 studies: 27 studies were included of
which the majority were conducted in the US and in a nursing home setting. Text-
mining/NLP and support vector machines were the most deployed methods; ac-
curacy was the most used metric. These techniques were primarily utilized for
researching specific adverse outcomes including the identification of risk factors
for falls and the prediction of frailty. All include studies concluded that these tech-
niques are valuable for its specific purposes.

Conclusions: This review reveals the limited use of data science techniques on
data accumulated in or by LTC facilities. The low number of identified articles
indicates the need for strategies aimed at the effective utilization of data with data
science techniques and evidence of their practical benefits. There is a need for a
wider adoption of these techniques in order to exploit data to their full potential
and, consequently, improve the quality of care in LTC by making data-informed
decisions.
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1 Introduction

Data science is a rapidly evolving field that offers many valuable applications for
healthcare and may be defined as a set of fundamental principles that support
and guide the extraction of information and knowledge from often vast amounts
of data, also known as ”big data”. Big data refers to large amounts of data that
often originate from different sources (e.g. websites, electronic health records,
questionnaires, interviews), are collected quickly and are often not only numerical
in nature. Although no single widely accepted definition of big data appears to
be available, the concept is often described using the four V’s [1]: volume, variety,
velocity and veracity. Volume refers to large volumes of data, while variety applies
to the different forms and domains of data that can be analysed individually, but
can also be combined; velocity relates to the fast rate at which the data is collected
and stored, and veracity to the quality.

Examples of data science techniques often used for the analyses of vast
amounts of healthcare data include data- and text-mining, machine learning,
pattern recognition and neural networks [2]. Systematic reviews on the effec-
tiveness of big data in healthcare have concluded that it may lead to positive
changes in health behaviour, as well as improved public health policy-making
and overall decision-making [3–5]. In addition, these studies argued that the vast
amounts of data have the potential to improve the quality of care while simulta-
neously reducing the costs, as well as lowering readmission rates and supporting
policy-makers and clinicians in developing public policy and service delivery, in
addition to assisting hospital management with improving the efficiency of care
services and the provision of personalized care to patients [2–6]. Despite these
promising benefits, the use of these vast amounts of data and innovative data
science methods in long-term care for older adults (LTC) seems to be lagging
behind other healthcare areas such as hospitals [7, 8]. Hence, LTC organisations
are not currently using the growing amount of data they collect on a daily basis
to gain novel insights and foster improvements.

LTC may be characterized as a ”set of services delivered over a sustained pe-
riod of time to people who lack some degree of functional capacity” and can be
provided either at home or in LTC facilities such as nursing homes or assisted liv-
ing facilities [9–11]. In many countries, LTC is being confronted with significant
demographic changes and staff shortages while trying to provide high levels of
care and remain financially sustainable [12]. Emerging technological advances
and the continuous implementation of digitalization have the potential to miti-
gate these challenges, at least partly. Information is of utmost importance: the
more high quality data we have, the more optimally care can be organized [13].
As volumes of data continue to pile up and data science gradually penetrates all
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parts of healthcare, the possibilities of data science for providing novel informa-
tion, and thus knowledge, related to quality of care for clients and quality of work
for staff in LTC can be considered endless. However, the role of data and data
science (techniques) in LTC remains unclear.

Published reviews conducted regarding LTC focused on specific individual
smart technologies such as sensors or robotics, and merely examined the
technology itself, rather than the data it accumulated [14, 15]. In addition, a
recent review on LTC concentrated solely on the acceptability and effectiveness
of artificial intelligence interventions such as smartphone applications, thereby
excluding other types of data gathered for LTC [16]. Hence, the literature on
the use of data science techniques on data accumulated in LTC has yet to be
systematically synthesized. We therefore systematically reviewed the literature
on the application of data science techniques to analyse (large amounts of)
data collected in or by LTC organisations to gain novel insights. The aim of this
review was twofold: (1) to assess what data science techniques are used on data
accumulated in LTC and for what specific purposes and (2) to assess the results
of these techniques in researching study objectives.

2 Material and methods

A scoping reviewwas conducted. Both the recently updated guidelines for scoping
reviews by the Joanna Briggs Institute [17] as well as the PRISMA extension for
scoping reviews checklist were followed [18].

2.1 Search Strategy

PubMed and CINAHL were deployed for relevant studies. The search was con-
ducted in December 2022. MeSH terms, standardized keywords manually as-
signed by indexers of the National Library of Medicine, were used. Box 2.1 dis-
plays the search string that was used.
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Box 2.1: Query Parameters.

(”Big Data”[MeSH Terms] OR ”Big Data analytics”[All Fields] OR ”data
analytics”[All Fields] OR ”Data Science”[MeSH Terms] OR ”Medical
Informatics”[MeSH Terms] OR “Artificial Intelligence” [MeSH Terms]
OR ”Machine Learning”[MeSH Terms] OR “Deep Learning” [MeSH
Terms] OR ”Data Mining”[MeSH Terms] OR “text mining” [All Fields])
AND (“Residential Facilities” [MeSH Terms] OR “residential home*”
[All Fields] OR “care home*” [All Fields] OR ”Assisted Living Facili-
ties”[MeSH Terms] OR “Homes for the Aged” [MeSH Terms] OR ”Nurs-
ing Homes”[MeSH Terms])

2.2 Inclusion and Exclusion Criteria

Publicationswere included if: (1) they reported on a data science technique for ob-
taining information from data, which might include ’rather novel’ techniques such
as deep learning and text mining, but also more ’traditional techniques’ such as
regression analyses. Since there is considerable overlap between math, statistics,
data science and computer science [19] and this review is the first one in his kind,
a broad scope was chosen, (2) they were based on data accumulated in or by an
LTC facility for older adults, with a facility being considered an LTC facility if it ac-
corded with the following description by Sanford et al. (2015) [9]: ”long-term care
occurs in a residential facility or care home and is primarily intended for thosewho
require assistance with activities of daily living and instrumental activities of daily
living, and/or for those who have behavioural problems due to dementia”, and
(3) they reported original research (e.g. letters to the editor or comments were
excluded). Studies were also excluded if they were not published in English and if
the full text was not available. The search was not limited by research design or
publication date.

2.3 Selection Process

The screening and selection process was carried out by two authors (AH + SA)
(see flow-chart): the data were extracted in duplicate into separate Excel forms
(available upon request). The studies yielded from the search strategy were first
screened for eligibility based on their titles. Titles that did not comply with the
pre-specified inclusion criteria were removed, while ambiguous ones were kept
separate and further discussed among all co-authors. Afterwards, the abstracts
of titles which fitted the pre-specified inclusion criteria were screened. Abstracts
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which did not meet the inclusion criteria were removed and the reasons for re-
moval were noted. The remaining publications were assessed for eligibility based
on their full texts. Those which did not meet the inclusion criteria based on their
full text were assessed as ineligible and excluded from use in the current review.
Again, the reasons for exclusion were noted.

2.4 Data Extraction and Analyses

The standardized form for data extraction in the Joanna Briggs Institute guidance
was used as a basis and adapted to meet the needs of the current scoping review
[17]. The study characteristics were described in tabulated form: author(s), year
of publication, country of origin, objective, setting and study population, analysing
technique, metric used, conclusion, limitations, and whether ethical approval had
been obtained (see Table 2.1). The overall findings were reported by means of
narrative synthesis based on the two postulated aims. In order to provide a broad
overview on this topic, amethodological quality assessment of the includedworks
was not performed, consistent with the methodology of scoping reviews [17].

3 Results

The search strategy yielded 1,488 studies. After the screening of titles and of ab-
stracts, 71 studies were read and assessed for eligibility based on a detailed anal-
ysis of their full texts (see Figure 2.1). Finally, 27 studies fulfilled the pre-specified
inclusion criteria and were assessed as eligible for use in the current scoping re-
view. The main reasons for exclusion were a lack of data-analysing techniques, or
being conducted in a setting other than LTC. The selection process is visualized in
the flowchart shown in Figure 2.1.

3.1 Characteristics of the Included Studies

A detailed overview about the characteristics of each included study is shown in
Table 2.1. The majority of studies were published between 2020 and the end of
2022. The countries in which the studies were conductedwere diverse: six studies
were conducted in the United States [20–25], four in Australia [26–31], three in
Japan [30–32] and China [33–35], two in Korea [36, 37], France [38, 39], and Spain
[40, 41], one in theUnited Kingdom [42], theNetherlands [43], Ireland [44], Canada
[45] and Belgium [46]. The number of included LTC facilities and the size of study
population varied greatly betweenpublications. About half of the studies reported
that they had obtained ethical approval by a review board.
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Figure 2.1: Flowchart displaying the selection process.

Data science techniques used and purpose

A diverse set of data-analysing techniques was used in the studies. The majority
of studies reported to have deployed a form of regression (n=8), text-mining/NLP
(n=8), random forest models (n=5) and support vector machines (n=4) (i.e. several
studies used variousmethods). In termofmetric, accuracywas themost use (n=5);
7 studies did not report a metric. While some studies mentioned to deploy a ma-

26



THE USE OF DATA SCIENCE TECHNIQUES

chine learning technique, other studies refer to the term artificial intelligence or
algorithms (i.e. machine learning is a part of artificial intelligence, while algorithms
can be considered as part of machine learning, and thus, of artificial intelligence
[47]), indicating that different terms are used for interchangeable to report on the
data science techniques at hand. In addition, the terms text-mining and NLP are
both used to refer to analysing (large) amounts of text. Studies did not report on
the use of supervised, unsupervised or semi-supervised methods.

Machine learning techniques were used to predict factors for pressure ulcers
and falls, to identify and assess the risk of COVID-19 infection, as well as to develop
a recommendation system for preference assessment and infectious diseases. A
neural network based on deep learning was used to predict the risk and time of
falling and to improve nurse-patient interaction. Text mining was applied to elec-
tronic medical record data in order to identify risk factors related to medication
management. A likelihood basis pursuit data mining technique was employed to
predict the likelihood of falls. Artificial intelligence software was used to analyse
facial emotion of residents with dementia. Several publications deployed algo-
rithms. One study reported an artificial intelligence algorithm utilized to identify
frailty, while another study reported on an algorithm to infer individualized vi-
sual models of human behaviour. Modified immune algorithms were used to find
themost favourable solutions for spatial optimization and, lastly, algorithms were
also deployed to identify person-to-person transmission paths during an illness
outbreak.

Outcomes of the Included Studies

All studies concluded that the data science technique used was ”effective”: each
study reported that the data science technique was useful for the study objective
at hand. Words and sentences such as ”was useful to infer...”, ”was able to provide
information on...”, and ”can be used to”, were stated in the conclusion sections of
the included studies.

Three studies compared various machine learning techniques (e.g. random
forest, logistic regression, naïve bayes etc.) in terms of accuracy and predictive val-
ues related to respectively, pressure ulcers, falls and infectious diseases in nursing
homes; two of them concluded that a random forest model provided the greatest
accuracy and prediction for these outcome measures. Other studies using ma-
chine learning techniques were able to quantify and predict the risk of COVID-19
infection in nursing homes, to provide accurate recommendations on potential
preferences for a nursing home resident, to map spatial accessibility to high qual-
ity nursing home care and to predict falls. A convolutional neural network (CNN)
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based on deep learning was found to be accurate in fall prediction among nurs-
ing home residents and to be able to predict the time of falling for those with
Alzheimer’s disease. In addition, another study deploying CNN, showed that real-
time video analyses effectively improved efficiency of nurse-patient interaction.

Studies using text mining techniques displayed the ability to identify risk fac-
tors related to failedmedicationmanagement in care homes. In addition, another
study analysing large amounts of text, showed that Natural Language Processing
(NLP) can be valuable to evaluate agitation in people with dementia, and the iden-
tified behaviors can inform improvements in aged care and nursing. A likelihood
basis pursuit technique was able to identify factors associated with falls and to
make fall likelihood predictions based on these factors among LTC facility resi-
dents. Two studies using AI for the analyses of facial emotion, showed that the
AI technique was able to identify the beneficial effect of the make-up therapy on
cognitive function of female patients. In addition, they reported that AI may be su-
perior to self-reported scales because of its independence om verbal ability and
cognition of the patient at hand.

A support vector machine algorithm was found to be capable of accurately
identifying frailty among residential care facility residents based on data held in
a routinely collected residential care administrative dataset. Moreover, a modi-
fied immune algorithm, using data from the geographic information system, was
able to evaluate the current configuration of residential care facilities in a district
of Shanghai. A computerized algorithm provided information on the dynamics
of a person-to-person transmitted influenza outbreak in nursing homes, thereby
being able to investigate such events. Studies using regression analyses, a more
traditional analysingmethod, showed that COVID-19 outbreaks leaded to adverse
outcomes such as reductions in nursing staff levels and that COVID-19 vaccine
mandates were associated with increased staff vaccinations.
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4 Discussion

The current scoping review is the first to provide an overview regarding the use
of data science techniques on data accumulated in LTC. The results show that,
even with a very broad scope, only 27 articles were identified in the current re-
view, pinpointing the diminished use of data science techniques deployed in or by
organisations providing LTC to analyse the data they accumulate on a day-to-day
basis.

Although only a small number of publications were included in this review,
and several of these studies included only a small number of participants, all of
them concluded that the data science technique at hand was effective and found
the data science techniques demonstrated to be useful for the study objective.
All the analyses discussed the usefulness of these techniques in qualitative and
future potential terms. However, even with the potential benefits (large amounts
of) data and data science techniques seem to offer, LTC might struggle with the
same problems that other healthcare sectors (e.g. hospitals) were or are still fac-
ing: e.g. an absence of knowledge about which data to use and for which pur-
pose, as well as the lack of an appropriate and comprehensive data infrastructure
within organisations [48]. In addition, LTC organisations include a variety of data
sources that all collect information in various forms: e.g. medical data in electronic
health records, unstructured textual data based on interviews regarding the ex-
perienced quality of care or real-time data accumulated by sensors or wearables
[7, 49]. The integration of these (semi-)structured data, stemming from a large va-
riety of sources, is a challenge in itself. Strategies for mitigating these challenges,
including a sufficient data infrastructure and personnel with expertise on data and
communication technology are required in order to utilize the full potential of data
accumulated in and by LTC [49, 50]. Since the majority of studies included in this
review were published in or after 2020 (with 10 articles being published in 2022),
the popularity of data science within this care setting may rise in upcoming years.
Increasing funding to support research on data accumulation and analyses in LTC,
along with integrative collaborations between health scientist and computing ex-
perts (e.g. data scientists) may help to address the challenges within this specific
care echelon.

Several different data-analysing techniques were deployed in the included
studies, of text-mining/NLP, regression models and random forest models were
the most prevalent. These techniques have already been proven to be useful
in other healthcare areas [2, 6], and may therefore be more widely known
and used. Interestingly, data science techniques such as text-mining/natural
language processing, a process aimed and analysing large amounts of natural
language data [51], are primarily reported on in 2022. A review conducted in
2018, reported NLP to be among themost used big data techniques in clinical and
operational healthcare [6]. In LTC, much quantitative and qualitative information
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is digitally recorded in electronic health records (EHRs): e.g. client characteristics
(e.g. socio-demographic characteristics) and data on various quality indicators
(e.g. pressure ulcers) are collected to map the quality of life as well as quality
of life. These data would be perfectly suitable for data exploration using text-
mining/NLP. For example, text fields in EHRs can be analysed: e.g. can certain
words (e.g. ”imbalance”, ”restlessness” or even specific types of medication)
predict future falls in clients or future agitated behavior? These large amounts of
text can thus be utilized to identify and predict critical behavior or symptoms and,
in turn, initiate actions in a timelier manner. Interestingly, the terms machine
learning, artificial intelligence and algorithms seem to be used interchangeable
and for the same purpose: to describe the method that was deployed (e.g. some
studies report to deploy an ’artificial intelligence method’, others report to use
machine learning or ’a powerful algorithm to predict’). While the terms artificial
intelligence, machine learning and algorithms fall in the same domain as data
science and are indeed interconnected, they all do have specific applications and
meanings [47]. When reviewing themetric used, accuracy, measuring the number
of correct predictions made by a model, was most prevalent. However, various
studies do not specify their used method(s) or the metric(s). In order to be more
transparent about the usefulness of the methods, more information regarding
these measurements should be included in upcoming studies. Especially with
the rise of emerging methods such as large language models (i.e. ChatGPT),
which have the ability to speed up the use of data science techniques in LTC,
information about the used methods and metrics are needed in order to indicate
their usefulness for daily care practice.

The majority of studies in this review were focused on the prediction of ad-
verse health problems such as falls, pressure ulcers and infectious diseases. Not
surprisingly, these health problems are reported to be among the most prevalent
in LTC organisations [12, 52, 53]. Hence, these studies underscore that novel data-
analysing techniques are used to predict the incidence of already well-known daily
care problems in LTC.

Surprisingly, not all studies reported that they had obtained approval from
an ethical review board or committee. Ethics forms a major concern due to the
vulnerability of patients in LTC and due to the inherent sensitivity of health-related
data [7, 54]. With the increasing amount of data available in healthcare and, more
specifically in LTC, data ethics have become increasingly important in this sector.
Ethical mistakes may lead to social rejection or imperfect policies and legislation,
perhaps resulting in a diminished acceptance and progress of data science within
the field of LTC [54].

The current study is the first to provide information on the use of data science
techniques in LTC, potentially raising awareness about the variety of opportuni-
ties these techniques may provide to this specific care echelon. This review will
provide researchers with a useful base for understanding the overall context of
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data science techniques deployed in LTC. However, the current results need to be
viewed in the light of some possible limitations. Firstly, by focusing on PubMed
and CINAHL there is a possibility that work published in journals not covered by
this database have been omitted. However, PubMed alone already includes more
than 33 million citations and is the most used database in the health domain,
especially in LTC. Second, in accordance with the guidelines for scoping reviews,
a methodological quality assessment of the included studies was not performed
[17]. Hence, no conclusion regarding topics such as incomplete data, the effective-
ness of the deployed methods (e.g. in terms of the small number of participants
included in some of the studies) or the external validation of the included studies
can be formulated.

Since the studies in this review discussed the usefulness of data science tech-
niques in qualitative and potential terms, more quantitative and objective mea-
sures are needed. To make these techniques becomemore widespread and inte-
grated in LTC (as they are in, for example, hospital care), research should provide
solid evidence that, based on the analyses of data by these types of techniques,
health decisions and outcomes can indeed be improved for individual clients.
Hence, in order to implement data-informed long-term care, more thorough ev-
idence regarding the usefulness of data science in directly or indirectly changing
and improving daily care practice is needed. This could, for example, include the
use of metrics such as accuracy and sensitivity/specificity. Future analyses could
also focus on investigating the current state of evidence regarding the use of data
science techniqueswith data accumulated in a home-based LTC environment. The
application of these techniques in a home-based LTC environment (i.e. commu-
nity dwelling older adults receiving care) remains unexplored and the findings of
such a review may supplement those of this analysis. As LTC for older adults is
also provided at home [10], the combined evidence of both reviews would pro-
duce an even more complete overview of the use of these techniques. However,
given the small number of included studies in this review, the amount of studies
focused on data science techniques used for data accumulated in a home-based
LTC environment, might also be quite small.

In conclusion, this review presents a useful starting point for future applica-
tions of data science techniques in LTC by creating awareness of the ramifications
of data and the corresponding analysing techniques. Currently, in LTC, data sci-
ence techniques are used for a variety of purposes and are advantageous for the
specific study objective in each of the included studies. Although data science
presents promising opportunities able to reshape the use of data within this area
(especially given the rise of new techniques such as ChatGPT) in order to improve
the quality and efficiency of care, the low number of identified articles indicates
the need for strategies aimed at the effective utilization of data with data science
techniques and evidence of its practical benefits.
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Abbreviations

LTC: Long-term care for older adults
EHR: Electronic health records
NLP: Natural language processing
CNN: Convolutional Neural Networks
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PART I

Gathering Quality of Care Data

This part discusses the development of tools and methodologies to support data
collection and analyses in LTC by automating manual processes.
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AUTOMATIC SPEECH RECOGNITION

Abstract

Objective: In long-term care for older adults, interviews are often used to col-
lect client perspectives. These interviews are often recorded and transcribed ver-
batim; a time-consuming and tedious task. Automatic speech recognition (ASR)
could provide a solution. However, current ASR systems aren’t effective for cer-
tain demographical groups. This study aims to show how data from specific de-
mographical groups such as older adults and/or people with accents can be used
to develop an effective ASR.

Materials and Methods: An initial ASR model was developed using Mozilla Com-
monVoice dataset. Audio and transcript data (34h) from interviewswith residents,
family, and care professionals on quality of care, were used to improve the ASR
model. Interview data was continuously processed to reduce the word error rate
(WER).

Results: Due to background noise and mispronunciations, an initial ASR model
had a WER of 48.3% on the interview data. After processing interview data, the
WER was reduced to 17.3%. When tested on speech data from residents, family
and care professionals amedianWER of 22.1%was achieved: residents displaying
the highest WER (22.7%). The resulting ASR model was shown to be at least 6x as
fast as compared to manual transcription.

Discussion: The current method was shown to decrease the WER, verifying its ef-
ficacy. Moreover, using local transcription of audio can be beneficial to the privacy
of interview participants.

Conclusion: The current study has shown that interview data stemming from a
long-term care setting can be effectively used to reduce theWER of an ASRmodel.
In daily practice, researchers reported thatwhile ASRmodel didn’t produce perfect
results, it saved a lot of time during transcription.
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1 Introduction

In recent years, client perspectives have become increasingly important in health
care research [1]. For example, in long-term care for older adults (LTC), the per-
spectives of residents, family, and care professionals have become a valuable
source of information about the quality of care and quality of life [2, 3]. To assess
these perspectives, often narrative data is collected. Narrative data can be de-
fined as stories that describe the experiences and emotions in someone’s life [4].
Narrative data can be collected as text (e.g., through open text fields in question-
naires) or as audio, acquired by means of recorded interviews [2, 5]. To be able to
objectively analyze the latter type of data, the corresponding audio recordings are
transcribed verbatim (i.e., written out literally into text) [2].. Currently, in LTC, the
transcription of interview recordings is conducted manually by researchers; how-
ever, as the number of interviews increases, manual transcription can become
very time-consuming and costly. An alternative approach could rely on automatic
speech recognition (ASR). ASR is the process of automatically transcribing speech
data into written text [6].

Various studies have shown that English ASRmodels can achieve aword-error-
rate (WER) below 4%, meaning that of every 100 predicted words, less than 4
words are incorrectly transcribed [6–12]; however, error ratesmay behigherwhen
applied in real-world scenarios. Research has shown that for non-native English
speakers, the word error rates can be considerably higher, resulting in error rates
above 20% [13, 14]. Moreover, demographic factors such as a person’s age, gen-
der, or accent can influence speech features (e.g., pitch, clarity), which increases
error rates. For example, older adults aremore likely to suffer fromspeech impair-
ments, possibly leading to audio recordings that are more difficult to recognize by
ASR systems [15, 16].

To improve the accuracy, and thus reduce WERs of current ASR approaches,
a more diverse dataset is required, such as data describing a higher diversity in
types of voices and accents. More diverse data can lead to an ASR model that
is better at recognizing speech irrespective of accent, age, or other demographic
factors. To increase the diversity of data, a novel data collection method should
be employed. As interview data is abundantly available in health care research,
data could be collected from interview recordings with corresponding transcripts.
For example, such data could include interviews with residents, formal and in-
formal caregivers, and healthcare managers; however, extensive preprocessing
is required to be able to use interview data for developing an ASR model with a
lower WER. For example, full-length interview recordings are too long for training
an ASRmodel. Thus, audio should be split into segments of an appropriate length
before they can be used for improvement of an ASR model [7, 8].
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Current ASRmodels still display highWERs for some languages, such as Dutch,
or for speech stemming from people with specific accents. Therefore, this study
aims to investigate how data from specific demographic resources could be used
to develop an ASR model that achieves lower WERs regardless of age, accent, or
other speech features. Additionally, we aim to investigate the time-effectiveness
of the method, compared to the current baseline of manual transcription.

2 Methods

To develop an ASR model, speech data was collected from existing datasets, such
as the Mozilla Common Voice NL (MCV-NL) corpus, as well as interview data from
LTC for older adults. Preprocessing of interview data was required. The steps
of the iterative ASR model training process are outlined in Figure 3.1: (a) an initial
model was trained using existing datasets, (b) transcripts were split into segments
of an appropriate length and labeled (i.e., text was predicted from speech data)
using the previously trained model, (c) interview transcripts are used to provide
automatic text corrections, (d) the model was further fine-tuned using additional
data, and finally (e) training of the ASR model was finished if the WER could no
longer be decreased; otherwise, steps b through d were repeated until the WER
remained the same. After steps a and d, the current state of the model was eval-
uated by comparing the segments transcribed using the ASR model to the ones
that were manually transcribed.

Figure 3.1: An overview of the iterative ASR model training process.

2.1 Sample and Participants

A total of 232 interviews were conducted at 5 different LTC organizations in the
south of the Netherlands over a span of two years. These interviews about the
quality of care were conducted with residents, family members, and care profes-
sionals. Various types of wards were included, including wards for older people
with dementia. In total, 50% of interviews were conducted in the regional dialect
(i.e., Limburgish). The medical ethical committee of Zuyderland (the Netherlands)
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approved the study protocol (17-N-86). Information about the study was provided
to all interviewers, residents, family members, and caregivers by an information
letter. All participants providedwritten informed consent; residentswith legal rep-
resentatives gave informed consent themselves (as well as their legal representa-
tives) before and during the conversations. See Sion et al. for more information
[2].

2.2 Data collection

Data was collected from various sources, including the “Corpus Gesproken Ned-
erlands” (CGN) dataset, the Dutch ‘Mozilla Common Voice’ dataset (MCV), and the
audio recordings and transcripts from interviews with nursing home residents,
their family members, and care professionals. The data from interviews was used
to construct a dataset for additional fine-tuning of the ASRmodel. The distribution
of all datasets is shown in Table 3.1.

Table 3.1: The various data sources used for creating an ASR model. For each dataset,
a description is given of its sources, whether preprocessing was required and how many
hours of data are included.

Dataset Preprocessing Hours audio Uttered words
CGN: a dataset of general Dutch data, col-
lected from audiobooks, television, radio,
and other sources

No 960 1,855,763

MCV-NL (Mozilla Common Voice Dutch) (Ver-
sion 6.1) [17]: recorded fragments collected
through crowd sourcing with a wide variety
of different voices.

No 61 187,559

Connecting Conversations: audio collected
from interviews about quality-of-care in
nursing home with residents, their family
members, and care professionals

Yes 34 99,582

Interviews with informal caregivers, formal
caregivers, and health care managers

Yes 27 83,239

Miscellaneous interviews from various indi-
viduals about long-term care for older adults

No 20 62,286

2.3 Model

In the following sections, several components are discussed regarding the prepa-
ration of the ASR model. This includes a description of how preprocessing was
applied and how the acoustic and language models were constructed. The acous-
tic and language models are both parts of the deployed ASR model.
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Preprocessing

The MCV dataset didn’t require any preprocessing since it entails a dataset for
training and includes dedicated train, validation, and test sets [8]. TheCGNdataset
includes transcripts with time codes for the start and end of each utterance. These
time codes describe which part of the audio corresponds with a certain piece of
text. Therefore, the time codes were used to split the audio into smaller audio
segments with the corresponding text, suitable for deep learning.

For the interview data, only full-length audio files and full-length transcripts
exist without timestamps. This would cause issues when trying to train an ASR
model as deep learning requires small segments to learn from. Splitting up the
speech data is necessary to be able to fit it into memory and avoid exceeding
the maximum size (i.e. token limit) the model can process [7, 8]. However, split-
ting mid-sentence can increase the WER of the ASR model. Therefore, it is im-
portant to optimise the time stamps at which the audio is split. To achieve this,
several steps were applied, similar to the ‘Noisy Student’ method [18]. An initial
modelM0 was trained without the interview data. The interviews were then split
into smaller segments S (i.e. smaller than 20 seconds). Then these segments S
were transcribed usingM0, leading to predictionsP . These predictions were then
aligned with the pre-existing manual transcripts using the Smith-Waterman algo-
rithm. Smith-Waterman is a local alignment algorithm, which can be used to find
text similar to predictions in the manual transcripts. If the similarity was bellow p
= 90% the text segment discarded. Otherwise, if the text of both was very similar
or the same, we assumed that the prediction was correct. Then the manual seg-
ments were used as corrections P ’. Finally,M0 is fine-tuned using S and P ’. This
process is repeated until the word error rate remains the same between iterations
(i.e. no additional improvement is possible).

For ASR, it is important that audio segments used for training are short enough
to for the model, which may only support speech segments of a limited length [8,
9]. Therefore, some of the audio files required preprocessing to facilitate the de-
velopment of an ASRmodel, in the form of splitting and text alignment. Segments
that are too short don’t contain the information necessary to develop a speech
recognition model, while segments that are too long may become more difficult
to align with the corresponding part in the audio and may require too many com-
putational resources. It is therefore essential that interview recordings are split
into segments; however, splitting the audio at static intervals may result into split-
ting mid-word or mid-sentence, which could increase theWER [19, 20]. Therefore,
the audio of the interviews was split between occurring silences. This process was
conducted iteratively, initially splitting on aminimum silence length of 250ms and
repeating this each time with half the minimum silence length until all segments
are of the correct length.
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Acoustic model

An acoustic model predicts a token for every n = 10ms of the audio (with a small
amount of overlap), the probabilities for every possible token in the vocabulary
(e.g. all the characters in the alphabet). A token is an index representation of a
character (e.g. 0 = ‘a’, 1 = ‘b’) [8]. The acoustic model returns a probability for each
possible token and the token with the highest probability is selected (e.g. given
P(0) = 0.9 and P(1) = 0.8, than token 1 is selected). This results in a list of tokens,
which are then decoded into a piece of text. For example, a 0 is turned back into
the letter ‘a’.

In this study, the HuBERT methodology was used for the acoustic model [8].
This methodology shows that a model can be pre-trained using a convolutional
neural network (CNN) on a large audio datasetwithout the need for corresponding
transcripts. This pre-training allows the model to learn what speech features are
important to make correct text predictions [8]. An English version of the model
was used as a starting point for developing a Dutch model.

Language model

When transcribing text, it’s not always possible to understand every single word,
neither for speech recognition software nor for humans (NOTE: kan worden
getoond in de transcripten, er staan vaak notities dat iets onverstaan baar is).
It is often necessary to rely on language information, such as knowledge about
what sentences are grammatically correct, to understand imperfect speech data.
For automatic speech recognition this is achieved by using a language model.
Language models are models that can encode the probability of (sequences of)
words [21, 22]. For example, a sentence such as ‘my dog likes the park’ is more
probable to occur than ‘the park likes my dog’. As another example, given a
sentence such as ‘my dog likes the [blank]’, a language model can predict which
word best fits the blank. By leveraging the language information, it becomes
possible to understand sentences, even when not all words could be understood
from the speech data. A language model can thus be used to correct errors
using language information (e.g. words that are similar or ambiguous based on
their pronunciation) [8]. For example, the words ‘then’ and ‘than’ are pronounced
exactly the same, but have different spellings and functions in a written sentence.
In this study, RobBERT, a pre-existing language model was used [22].
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2.4 Analyses

To establishwhether the proposedmethod is effective in fine-tuning anASRmodel
for the purpose of transcribing speech data in LTC for older adults, the method
was evaluated in three different ways. Firstly, the accuracy of the model was eval-
uated by measuring if there’s a significant decrease in WER. The WER was evalu-
ated at the initial stage and at every successive iteration. The WER was obtained
by evaluating the MCV-NL validation set. If the measured WER values decrease
over time, it is an indication that the method may be effective. To ensure that
the change in WER was only due to an improvement in the accuracy of the model,
the validation set remained the same during all iterations of the process. To fur-
ther test the effectiveness, interview transcript predictions of the final ASR model
were compared to manual transcripts in terms of overlapping words. Secondly,
the time-effectiveness of the resulting model was analyzed to establish if using
the model, in practice, could reduce time required to transcribe. Lastly, an error
analysis related to insertions (i.e. any character that was wrongfully added to the
transcript), deletions (i.e. a character is missing from the transcript) and substi-
tutions (i.e. a character was wrongfully exchanged for another) [23]. The ratio of
individual error types compared to the total amount of errors were calculated.

3 Results

3.1 Accuracy

At first, a model was trained using the CGN dataset. This model achieved aWER of
4.6% on its own validation set. A validation set is used to validate the accuracy of
a model. However, when validated on speech data from LTC (i.e., the interviews),
this model only achieved a WER of 48.3%. A second model, trained only on the
MCV-NL dataset, achieved a WER of 23.6% on its own validation set. When ap-
plied to speech data from long-term care, this model achieved a WER of 37.6%.
This indicates that the first model might have been trained too strongly on Dutch
with a typical accent. The second model went through several iterations of the
proposed method (see Table 3.3). Every iteration improves the WER of the model
and increases the number of correctly recognized segments.

For all segments in the interview data, the WER was calculated. The distri-
bution of these scores has been visualized as boxplots for each of the different
groups (i.e., residents, family, and care professionals) in Figure 3.2. These results
show that audio from residents show the highest WERs, which means that the
speech of this group is most difficult to recognize, with a median of 23.8% cor-
rectly aligned text. Family members show a better WER with a median of 22.6%,
and care professionals have the best ratios with amedian of 21.9%. All groups are
shown to have some outliers (i.e., individual cases that are far away from other
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Table 3.3: The number of correctly recognized interview samples included in each itera-
tion and the resulting word-error-rate (WER) of the validation set.

Iteration # Samples WER (%)
0 (Initial) 0 22.9
1 1137 21.6
2 2253 20.3
3 3429 19.4
4 (Final) 4567 17.3

data points) on the high and low end; none of the interviews surpass a WER of
10.0%. The WER on data from the interviews went from 48.3% after training on
CGN, to 37.6% after iteration 0 (i.e. where only data from MCV-NL was used) and
then to 23.7% after iteration 4 (i.e. where data from interviews has been used four
times).

10 20 30 40 50 60 70

Residents

Family

Care Professionals

All

WER (%)

Figure 3.2: Results of the ASR model when applied to interview data. For each group
(residents, family and care professionals) the word error rates are plotted (x axis).

3.2 Time effectiveness

When manually transcribing speech data (i.e., interviews), the speed of transcrib-
ing is limited to various factors, such as the playback speed of the audio. At 1x
speed (i.e., not faster than recorded), it would be possible to transcribe at most
60 minutes (of audio) per hour (of transcribing). It could be argued that this is an
upper limit, as manual transcription may require listening to certain parts of the
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audio multiple times. With this same logic in mind, when playing the audio back
at 10x speed, at most 600 minutes audio per hour could be transcribed manu-
ally. No person could type this fast, and this is still significantly slower compared
to transcription conducted through ASR. In our experiments, transcription speeds
were assessed using an Nvidia RTX 2060. Using this hardware configuration, an
average transcription speed of 3,618 minutes audio per hour was reached; how-
ever, as the validated output of this transcription had a WER of 22.6%, it should
be considered that manual transcription is still required to achieve a 100% correct
transcript. For example, in cases where there is a lot of noise in an audio segment
or where people are talking at the same time, manual transcription would still be
needed.

Various researchers from the Limburg Living Lab in Ageing and Long-Term
Care in Limburg, The Netherlands were able to use themethod bymeans of a web
application. The researchers reported that the applicationwas of added value; the
tediousness of verbatim transcription is reduced to making small corrections to
the automatically generated transcripts. Some researchers noticed that certain
accents could still result in transcription errors, which required more manual cor-
rection. “not everything is transcribing correctly, but in most cases I can correct
the misspellings without listing to the audio”. Interestingly, researchers some-
times reported that even they could not always transcribe the audio, the primary
reason being background noise and a lack of clarity in the voice of an interview
participant.

3.3 Error analysis

The error analysis (show in Table 3.4) indicates that insertions are responsible for
the majority of the errors; in the majority of cases, the ASR model inserted an
additional character compared to the manual transcript. In contrast, a relatively
low ratio of substitutions is observed (i.e., a character is wrongfully replaced by
another character). The ratio of deletions may indicate that words are not always
recognized.

Table 3.4: The distribution of error types of the ASR model frommanual to predication *.

Total Residents Family Care Professionals
Insertions (%) 70.97 73.87 73.11 76.19
Substitutions (%) 8.91 7.29 8.25 6.66
Deletions (%) 20.12 18.84 18.64 17.16

* The ratio of insertions indicates where the ASR model wrongfully added a character. The number of substitu-
tions indicates where a character was wrongfully recognized. The ratio of deletions indicates where the ASR model
wrongfully did not add a character to the output.
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4 Discussion

The present study investigated how data from specific demographic groups could
be used to develop an ASR model applicable in daily care practice and academia.
This method decreases WERs regardless of specific demographic characteristics,
such as accents, age, or speech problems. Results show that interview data stem-
ming from a LTC setting can be transformed into a useful resource for improving
the recognition performance of an existing ASR model.

The current results indicate that by iteratively processing and adding more in-
terview data, the WER of the ASR model was reduced; every successive iteration
of the method was able to recognize more samples (i.e., pairs of audio and text
segments) from the interview data, eventually leading to a WER of 17.3%. These
results imply that the process of iterative refinement is indeed effective for de-
ploying interview data to decrease the WER of existing ASRmodels. Besides being
tested on the MCV-NL dataset, the ASR model was tested on the interview data
stemming from residents, family members, and care professionals. This resulted
in slightly higher WERs. This may be due to various factors such as background
noise, which is already known to increase WERs [6–8].

In addition, although differences appear to be small between the three groups
(i.e., residents, family members, and care professionals), the highest WERs were
displayed by residents. This could be related to the age of the persons in this
group; since residents are the group with the highest average age, they are more
likely to suffer from speech problems [24].

While part of the error of a model could be explained by the limitations of the
ASR model itself, errors in manual interview transcripts could also have resulted
in a higher WER (comparing an ASR model output to an incorrect transcript will
still be perceived as an error of the ASR model). While transcripts ideally are a
completely accurate presentation of the verbatim utterances of interview record-
ings, transcripts aren’t perfect text replications of the audio at hand. Manually
transcribed interviews may exclude mispronounced words, thinking noises (e.g.,
uh, uhm), privacy-sensitive information (e.g., names of the interview participant),
and words and utterances that could possibly not be understood by the person
transcribing the interview.

While there are commercially available systems that appear to achieve lower
WERs than the WER conducted in the current study, these services often process
data in the cloud (i.e., off-site). Since interviews conducted in a nursing home set-
ting involve some of the most vulnerable people in our society, care and research
organizations may require its processing to be conducted within the organization,
rather than to hand it to a commercial party (e.g., Google or Microsoft). Hence,
developing ASR models for use within an organization may be necessary to guard
the privacy of interview participants.
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An analysis of the time effectiveness showed that the ASR model transcribed
at least 6 times faster thanmanual transcription. Consequently, a large part of the
manual work that is required for transcription can be reduced using the method
introduced in the current article. Feedback from researchers at the Limburg Living
Lab in Ageing and Long-TermCarementioned thatwhile transcription resultswere
perceived useful, factors like background noise being present resulted in a higher
WER, and thus more errors in transcription which had to be corrected manually.
However, many errors were small (i.e. related to the insertion of a letter) and
transcripts could be understood ’as is’.

The error analysis shows that few substations occur, which may indicate that
words that are recognized are generally spelled correctly. The number of inser-
tions may correspond with non-lexical words, but also words that were omitted
from the manual transcript and false positives from background noise. Cases
have been observed where the ASR model recognizes words that were missing
from the manual transcript. For example, the ASR model transcribed the follow-
ing text ”fthe last question is there anything you want to tell ...”, whereas the word
question was omitted in the transcript ”the last ——is there something you want
to tell ...”. In this case the only error of the ASR model is the first ’f’ in the sen-
tence, while other characters are wrongfully regarded as errors. The number of
deletions corresponds with the observed behavior of the ASR model where the
beginnings and ends of segments are not correctly recognized. Although in all
cases of errors, noise is observed to be a large factor. By using more advanced
recording hardware: by using microphones that are less sensitive to background
noise, the WER of the ASR model on those audio recordings may be reduced. Ad-
ditionally, research has shown that many languages share similar speech features
[25]. Consequently, the current method of sampling may not only be applicable
to the current ASR model, but may also be applied to finetune ASR models aimed
at other languages. When comparing the approach in the current study to results
in of state-of-the-art methods for English ASR, the WER above 20% on interview
data may seem high, however the difficulty of the speech in this dataset may con-
tribute to a higher WER. The robustness (i.e. how well an ASR model performs
across different datasets) may still be low even if the WER for one dataset is also
low. For example, the English HuBERT model has a reported 1.9% WER on the
LibreSpeech-clean dataset, however it has a 58.5% WER on the CHiME6 dataset
[25].

Although the method of iterative improvement of the ASR model was shown
to be effective and the resulting ASR model was viewed as a useful tool when
transcribing interview recordings, the method also has its limitations. Firstly, the
Smith-Waterman alignment is used to reduce the WER of text segments from the
ASRmodel. While the Smith-Waterman approach of alignment does ensure a cer-
tain quality of data, text segments may still contain errors. This could potentially
be improved by giving more context (i.e., words surrounding the text segment) to
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the ASR model to learn from [19, 26]. A second limitation regards the size of the
model. Research implies that to be able to learn more nuanced speech features
and reduce the WER of an ASR model, the size of that model and dataset should
be increased [27, 28]; however, training and running a larger ASR model than the
one discussed here would also require more computational resources, leading to
higher costs for the use of the ASR model in daily practice [29].

In the Dutch language, the pronunciation of wordsmay change based on used
accent marks, such as ”é” and ”ö”. In the present study, this was not taken into ac-
count, as the ASRmodel was finetuned from an existing Englishmodel. Themodel
used the characters A–Z, as well as dashes and apostrophes. Future research ef-
forts should focus on using methods that employ characters with accent marks.
This could further reduce the WER of the ASR model, as in the current study ac-
cent marks are removed, which also reduces the information that the ASR model
receives.

In addition, research could focus on verifying if the text produced by the ASR
is interpretable for qualitative analyses, to further validate the practical usage of
the ASR model presented in this study. Currently, when interviews are conducted
in LTC for older adults, these are transcribed and analyzed by hand. In these anal-
yses, themes relevant to a research question are identified within the interviews
[30]. When applying the WER metric, sentences which may have a high WER may
still be understandable to human readers, and the qualitative analyses (i.e., the
identification of themes) can still be conducted without producing erroneous re-
sults. For example, if each word in a sentence is slightly misspelled, it could still
be interpreted without problems. Thus, the WER doesn’t have to be zero for a
successful qualitative analysis.

The current study developed and assessed an ASR model for usage on con-
versational data such as interviews regarding quality of care and quality of life.
Research should also focus on finetuning an ASR model for clinical usage. Such a
model would be used for speech data that contains clinical or medical terms (e.g.
speech data in electronic health records).

5 Conclusion

This study shows that full-length interview data (consisting of audio and corre-
sponding transcripts) can be effectively used to improve ASR. This was validated
using data stemming from interviews with clients, family members and care pro-
fessionals from long-term care for older adults. Relatively small real-world data
from interviews can contribute to reduce the WER for demographic groups with
less common speech features such as older adults. While ASR can certainly reduce
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the amount of time and (inherently) cost that is required in the manual transcrip-
tion of audio, the results of the developed ASR system can’t yet competewithman-
ual transcription. However, the tediousness of verbatim transcription is reduced
to only making (often small) corrections to automatically-generated transcripts.
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User-Centered Co-Design in Long-Term Care:
Developing a MEDLO-Based App for Real-Time

Daily Life Observations in a Nursing Home Setting
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Abstract

Background: Assessing the daily lives of older adults, including their activities,
social interactions and well-being is essential, particularly in nursing homes, as it
gains insights into their quality of life. Methods such as the Excel-basedMaastricht
Electronic Daily Life Observation tool (MEDLO) are time-consuming and require
extensive manual input, making them difficult to use.

Objective: The aim of this study was to develop an app-based version of the
MEDLO using a User-Centered Design (UCD) and co-design approach to enhance
efficiency and usability. We looked to actively involve researchers and care profes-
sionals who have used the MEDLO before, throughout the development process.

Methods: Participants included a diverse group of researchers and care profes-
sionals experienced in using the MEDLO. The UCD approach involved multiple it-
erative phases including semi-structured interviews, user research sessions, and
application development. Data were analyzed using a qualitative (thematic) ap-
proach of UCD and user research sessions. The app, which was preferred to
the traditional Excel-based MEDLO, underwent multiple iterations. This method
primed the continuous iterative development of the app, aimed for a Minimum
Viable Product (MVP).

Results: This study included 14 participants, primarily female, from diverse pro-
fessional backgrounds. Their feedback highlighted the need for efficiency im-
provements in tool preparation and data management. Key improvements in-
cluded automated data handling, an intuitive tablet interface, and functionalities
such as randomization and offline data syncing.

Conclusions: The iterative development process led to an app that aligns with
end-user needs, indicating potential for improved usability. Early and continuous
user involvement was key in enhancing the application’s usability, demonstrating
the importance of user feedback in the development process.
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1 Introduction

Assessing the daily lives of older adults, particularly in the context of nursing
homes, is essential for gaining insights into quality of life [1, 2]. It allows health-
care providers to detect and address issues related to their physical health (e.g.,
mobility limitations, pain), mental well-being (e.g., mood disturbances, cognitive
decline), and social interactions (e.g., isolation, engagement in activities) in a
timely manner [1, 3, 4]. This information can then be used to personalize care
plans, thereby potentially improving health outcomes and enhancing the overall
quality of life of older adults [5, 6].

Ecological Momentary Assessments (EMA) have been developed to facili-
tate this process by providing real-time, on-site evaluations of an individual’s
well-being [5, 7, 8]. EMA involves collecting data on individuals’ behaviors and
experiences in their natural environments, which can then be used to identify
patterns and inform interventions [7]. However, existing EMA tools are mainly
used in research settings, and their implementation in clinical practice has
been challenging due to the time-consuming nature of data collection and the
complexity of the tools [9, 10]. The Maastricht Electronic Daily Life Observation
tool (MEDLO-tool) is designed to assess the daily lives of nursing home residents
using EMA methodologies [1, 4]. The tool captures real-time information across
several key dimensions of daily life, including activity levels (e.g., participation
in communal or solitary activities), agitation, mood states, and interactions with
staff, fellow residents, and visitors [1, 4, 11]. By systematically observing and
recording these aspects, the MEDLO-tool provides a nuanced view of residents’
experiences, which can inform personalized care strategies [4]. However, the
MEDLO-tool relies on Excel templates that require significant manual input
and are not user-friendly for care professionals [1, 4]. The complexity of the
Excel-based system poses significant challenges, including data entry errors, time
inefficiency, and barriers to widespread adoption in clinical settings [12, 13]. This
complexity can be particularly problematic in nursing homes, where staff may
have limited time and technological proficiency [13].

Developing amobile application for theMEDLO-tool could address these chal-
lenges by automating data collection processes, reducing manual input, and pro-
viding an intuitive interface for users [14, 15]. An app could streamline observa-
tions, enable real-time data analysis, and facilitate immediate feedback to care
providers, thereby enhancing the tool’s utility in clinical practice. Moreover, con-
sidering the unique needs of residents with dementia, it is important that such an
app is designed to account for cognitive impairments and communication difficul-
ties [16, 17].The development of such an app requires a thorough understanding
of the needs and preferences of the end-users. A User-Centered Design (UCD)
approach is vital for developing software that truly meets users’ needs [14, 18].
UCD emphasizes involving users throughout the design process to ensure that
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the product aligns with their requirements and preferences [19]. This involves
iterative cycles of user need assessment, design, prototyping, and testing [20].
Co-design, a component of UCD, involves direct collaboration between users and
designers, requiring the active participation of users in generating ideas, making
decisions, and solving problems [21, 22]. This not only ensures the software’s
functionality but also its usability [21].

Potential barriers to implementing such technology include technological lit-
eracy among staff, user engagement, and ensuring data privacy and security [13,
23]. By actively involving care professionals and stakeholders in the design pro-
cess, we aim to create a tool that is both functional and user-friendly, facilitating
its adoption in clinical practice and ultimately improving the quality of care for
residents with dementia. Therefore, this study is aimed at developing an app for
measuring the daily life of residents with dementia living in nursing homes, using
a user-centered and co-design approach.

2 Methods

Interviews
Application

Development 1
User Research

Session 1

Application
Development 2

User Research
Session 2

MVP

Figure 4.1: The process of app development.

This methodological study aimed to develop a mobile application version of
the MEDLO-tool for use in long-term care facilities, employing a User-Centered
Design (UCD) approach [24–26]. The study unfolded in multiple iterative phases,
including semi-structured interviews, user research sessions, application develop-
ment, and comprehensive data analysis, as illustrated in Figure 4.1. The project
culminated in the achievement of a Minimum Viable Product (MVP).
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2.1 Participants

Participants were selected through purposive sampling to include individuals
with experience using the MEDLO-tool. The sample consisted of researchers and
healthcare professionals affiliated with Maastricht University and local nursing
homes. Inclusion criteria were prior use of the MEDLO-tool and willingness to
participate in the study. Fourteen participants were recruited, comprising re-
search assistants, PhD candidates, post-doctoral researchers, senior researchers,
occupational therapists, research coordinators, and associate professors.

2.2 Data Collection

Data collection involved semi-structured interviews and user research sessions
conducted between January and June 2023. Ethical approval was obtained from
the Maastricht University Institutional Review Board (approval number XYZ123),
and informed consent was secured from all participants.

Interviews

Semi-structured interviews were guided by a comprehensive list of topics derived
from available literature and consultation with the researchers who developed
the original MEDLO-tool [1, 4]. The interviews aimed to gather insights into par-
ticipants’ experiences with the Excel-basedMEDLO-tool, usability issues, function-
ality requirements, data analysis techniques, and general impressions [27]. Each
interview lasted approximately 45 to 60minutes andwas audio-recordedwith par-
ticipants’ consent. The audio was transcribed verbatim for analysis. The interview
guide is provided in the supplementary materials.

The interview transcriptions were subjected to a six-phase thematic analysis
process, aligning with the methodologies supported by prior research [28–30].
The inductive analysis was conducted by one researcher. A second researcher
reviewed the coding to enhance trustworthiness. This comprehensive process in-
volved familiarization with the data, generating initial codes, identifying themes,
reviewing themes, defining and naming themes, and ultimately, reporting the re-
sults. The resulting report summarized the key findings, interpretations, and im-
plications, to provide valuable insights for the next stages of the development of
the app.

User Research Sessions

Two user research sessions were conductedmonthly to involve participants in the
iterative development process. Each session lasted approximately two hours and
was held at Maastricht University. Participants interacted with app prototypes
using tablets and smartphones provided by the research team. The sessions in-
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cluded guided tasks (e.g., completing an observation using the app), open-ended
discussions, and interactive feedback activities facilitated by researchers using
prototypes and interactive demos. The structure of these sessions was informed
by previous co-design methodologies [1, 3, 31].

2.3 Data Analysis

Qualitative Analysis of Interviews

Interview recordingswere transcribed verbatim and analyzed using thematic anal-
ysis following Braun and Clarke’s six-phase approach [28]. Two researchers inde-
pendently coded the transcripts to enhance reliability. Initial codes were gener-
ated and organized into potential themes. Discrepancies in codingwere discussed
and resolved through consensusmeetings. Themes were reviewed and refined to
ensure they accurately represented the data. The final themes captured key in-
sights into the usability and functionality of theMEDLO-tool, informing the app de-
velopment. The overall process of thematic analysis was guided by earlier works
in this field [29, 30]. The session guide is provided in the supplementarymaterials.

User Research Sessions

Each user research session included guided tasks (e.g., completing an observation
using the app), open-ended discussions, and interactive feedback activities facili-
tated by researchers using mock-ups and interactive demos. Feedback from user
research sessions was documented through field notes and audio recordings. An
inductive content analysis was conducted by one researcher, who coded feedback
and categorized issues into four themes: layout, functionality, errors, and appear-
ance. A second researcher reviewed the coding to enhance trustworthiness. This
categorization allowed the development team to prioritize user concerns based
on frequency and severity, ensuring a user-centric approach to app refinement.

2.4 Application Development

The applicationwas developed using ’.NETMAUI’ (i.e. a framework designed byMi-
crosoft) for cross-platform compatibility on iOS and Android devices. The server-
side (i.e. where the data is sent to) utilized ’ASP.NET Core’ (a i.e. a framework
designed by Microsoft) for a maintainable and performant application. The de-
velopment process was iterative, with weekly meetings between developers and
researchers to integrate user feedback from the interviews and user research ses-
sions.
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Usability testing involved participants completing specific tasks using the app
prototypes while researchers observed and noted any issues. Testing sessions
were conducted in a controlled environment to simulate actual usage conditions.
Feedback from these tests informed further refinements and addressed potential
adoption or feasibility issues.

3 Results

3.1 Sample

The study involved 14 participants with an average age of 36 years (standard de-
viation [SD] = 10 years; range 24–57 years), and 93% (13/14) of them were female.
The participants represented a diverse range of professions, including research
assistants (n = 3), PhD candidates (n = 4), post-doctoral researchers (n = 2), a se-
nior researcher (n = 1), an occupational therapist (n = 1), a research coordinator (n
= 1), an associate professor (n = 1), and one individual who was currently unem-
ployed. Most participants (n = 9; 64%) were affiliated with Maastricht University,
while others worked at healthcare providers (n = 4; 29%) or were unemployed (n
= 1; 7%). The average duration of employment at their respective institutions was
6 years (SD = 5 years; range 0.5–16 years).

All participants had prior experience with the MEDLO-tool; twelve participants
(86%) had used it directly in their research, while two participants (14%) had used
it as inspiration for developing other tools different from MEDLO. All participants
had also been in contact with the developers of the MEDLO-tool. Table 4.1
presents the demographic information of the participants in detail.

Table 4.1: Demographic information of the participants.

Characteristic Details
Age 24–57 years old (Mean: 36 years; SD: 7.7 years)
Gender Female: 13 (93%), Male: 1 (7%)
Time at Institution 6 months–16 years (Mean: 6 years; SD: 3.3 years)
Use of the Tool Used in research: 12 (86%), Inspiration for another

tool: 2 (14%)
Contact with Developers All 14 participants (100%)
Affiliations
- University 9 participants (64%)
- Healthcare Provider 4 participants (29%)
- Unemployed 1 participant (7%)
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3.2 Interviews

The participants described the process of using the MEDLO-tool in research
projects as comprising seven distinct phases: acquiring informed consent;
preparing the Excel sheets before the observation; familiarizing themselves with
the faces of the residents who would be observed; conducting the observations;
fixing issues with the data (such as missing values or inconsistencies); analyzing
the data; and communicating the data back to the care organizations.

Participants emphasized that the preparation of the tool and the subsequent
data cleaning were particularly time-consuming and would significantly benefit
from automation. One participant stated: ”Every time before we do a new observa-
tion, we have to look at the participants, randomize them several times, and input all
of this into the Excel sheet.” Another participant highlighted the challenges faced
after data collection: ”After the observation is done, I have to go through the whole
document to check all the fields that I didn’t have time to fill out or that I didn’t know
how to rate.” These comments reflect the manual and labor-intensive nature of
the existing process, which participants found cumbersome.

Participants reported that during observations, they used separate pieces of
paper to write down descriptions of each resident’s appearance because the ob-
servation periods were too short to input this information into the Excel sheet in
real time. They suggested that having an additional field to securely write this in-
formation directly on the tablet would make the process more accessible. One
participant explained: ”We usually arrive at least half an hour earlier, so we can ask
the nurses which participant corresponds to which name, and write down what they
look like. We do that to find them back more easily during the observation.” Another
participant elaborated on the logistical challenges: ”The data entry process on the
tablet is intuitive, but we also have to keep track of the patient names and descrip-
tions on paper, we carry the manual, and we use a timer on our phone to ensure that
we don’t spend too long on any resident. This is a lot to carry around.” Regarding
data reporting, participants indicated that the data reported back to the nursing
homes primarily consisted of quantitative measures, which could potentially be
automated through a dashboard (e.g., PowerBI). Participants expressed that au-
tomating this process would reduce the time between data collection and report-
ing, which currently could be several months. One participant noted: ”When we
want to report back the numbers to the care organization, we make a PowerPoint pre-
sentation that includes aggregated numbers. This usually takes place several months
after the observations.” Another participant suggested: ”I think some of the numbers
could be reported back automatically.”
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Overall, participants preferred using a tablet compared to using pen and pa-
per, citing the intuitive data entry process. However, they also mentioned that a
tool compatible with smartphones would be beneficial, especially for care profes-
sionals who might find tablets less convenient. One participant remarked: ”I think
the tool works well, but I’m not sure if it would be usable like this for nurses.”

3.3 Initial User Research Session

Figure 4.2: The dashboard as it was presented to the participants.

Based on the information gathered during the interviews and the suggested
points for improvement, an initial version of the application was created and pro-
vided to the participants for the first user research session. This first draft of the
application consisted of an online dashboard and a mobile app, both of which in-
cluded the core components but had limited functionality. Figure 4.2 shows the
app and dashboard as they were presented to the participants. Table 4.2 provides
a detailed overview the feedback received during the initial user research session.

During the initial user research session, participants expressed largely posi-
tive sentiments towards the concept of the application and appreciated the ef-
forts made in its development. One participant commented: ”I know we have a
lot of complaints about the app, but we really appreciate the work [the development
team] has done already.” However, participants also identified several areas for im-
provement. They expressed concerns regarding certain features of the app, such
as the timer functionality, which lacked a reset option. Participants noted that in
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Table 4.2: Feedback from the initial user research session

Type Feedback Addressed
Functionality Implement the functionality to search for participants

and view projects.
Functionality Adjust the timer to enhance its function. Currently,

there’s no reset option.
Adjusted

Layout Improve the screen layout for better overview and us-
ability. Easy switching between participants via list.

Adjusted

Functionality Allow ’stars’ to be given to observations to easily find
them later.

Adjusted

Functionality Show an indicator an observation is completely filled in. Adjusted
Functionality Add the capability to save data andmake it available for

download.
Functionality On disruption or sudden app closure, data should re-

main safe. The app should sync and work offline be-
forehand.

Functionality Add a field for linking participant numbers in the app
with numbers from other survey forms done in Excel.

Adjusted

Error Update the app according to the latest MEDLO man-
ual. Currently, there are inconsistencies in functions &
terms.

Adjusted

Layout Create a summary screen showing filled-in data so far.
Functionality Implement the ability to view projects in the app.
Functionality Add an option to upload a floor plan for easy location

& participant identification.
Functionality Ensure the app can be used entirely in Dutch. Adjusted
Layout Results should be more organized. There should be a

filter option. Development over time isn’t important.
Appearance ”Morgen” isn’t immediately clear. ”Ochtend” would be

clearer.
Adjusted

Appearance Colors need to be adjusted to match the AWO-L. Adjusted

their current practice, they used interval timers on their phones to manage ob-
servation times for each resident, and the app’s timer did not adequately support
this need. One participant suggested: ”What could be nice is some kind of interval
timer. That’s what we currently use on our phones.” Additionally, participantsmissed
the comprehensive overview provided by the Excel-basedMEDLO-tool, as the pro-
totype app had been designed primarily for phone screens and did not offer the
same level of data visibility. One participant observed: ”Normally, you could easily
scroll back in the overview.” Moreover, there were some unclear aspects of the app,
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such as certain functionalities being available only through the dashboard and not
within the app itself. Participants found labels on buttons to be unclear, which led
to confusion during navigation. They recommended improving the screen layout
for better usability and enabling easy switching between participants via a list.

Participants raised concerns about data storage and security, even though
these aspects had been addressed in the app’s design. They questioned how the
data was stored and whether it was encrypted. It was explained to them that the
data was stored on the device (i.e., phone or tablet) in encrypted form and could
be synced to a secure server. Regarding randomization, participants asked how
it would be conducted within the app and where they could access this feature.
It was clarified that randomization was performed automatically upon creating a
new observation group. A participant inquired: ”How do I randomize the partici-
pants in the app?” To which the response was: ”That is done automatically when an
observation group is added.”

Participants inquired about features that had not yet been implemented but
were planned for future updates. For example, they asked if the app would work
offline, which was an important consideration for use in environments with lim-
ited internet connectivity. They also asked whether the data could be exported
to Excel for further analysis. These features were already part of the application’s
development roadmap but were not yet available in the user interface at the time
of the session. One participant expressed concern: ”I don’t know if it’s an issue when
I lose connection, or whether I lose my data.” Another participant discussed data ex-
port capabilities: ”These are the data you see when you download the Excel file. With
Excel, it looks a bit different, but what you see here are all the column names.”

3.4 Second User Research Session

Following the initial user research session, the app was updated to address the
feedback received. Adjustments were made to the timer functionality, screen lay-
out, language translation, and several other features as per the participants’ sug-
gestions. A second version of the applicationwas thenprovided to the participants
for the subsequent user research session. In Table 4.3, the feedback received dur-
ing the second user research session is detailed.

In the second session, participants expressed fewer concerns regarding the
application, indicating that many of their initial issues had been resolved. How-
ever, they still provided valuable feedback on functionality and appearance. One
of themain concernswas that the appwasnot yet fully translated intoDutch; while
significant progress had beenmade, some parts remained in English. Participants
emphasized the importance of complete translation before the app could be ef-
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Table 4.3: Feedback from the second user research session.

Type Feedback
Functionality While a portion of the app is translated, this process should continue

to make all elements and features of the app fully available in Dutch.
Functionality Consider adding a feature to remove participants, e.g., when a par-

ticipant is deceased.
Functionality The criteria for showing and hiding fields, based on what is relevant,

during observation should be further extended.
Appearance The criteria for marking an observation as ’complete’ can be confus-

ing. Once an observation has an activity, it should bemarked as com-
plete.

Appearance Considermaking the stars orange for improved readability andmake
the star button a different color.

Functionality Offer flexibility in the number of observation rounds that can be
added.

Functionality Make the process more efficient by creating a priority list and/or ex-
tending the default time block for certain observations.

Functionality Ensure that the manual can be accessed from within the app. It
should be clear and comprehensive, aligning with users’ practice.

fectively used by nurses and other care professionals. One participant remarked:
”Most of the app has been translated, but some of the texts are still only in English.”
Another participant added: ”This all needs to be translated before we can hand this
to nurses.”

Participants also suggested that the criteria for showing and hiding fields
during observations should be further refined based on relevance, to streamline
the data entry process and reduce cognitive load. They discussed various small
changes in the appearance of the app to enhance usability and visual appeal.
For instance, they recommended that the ’star’ button used to mark important
observations be made a different color to stand out more prominently. One
participant suggested: ”Could you make the star button orange to make it stand
out a bit more?” Additionally, participants found the criteria for marking an
observation as ’complete’ to be somewhat confusing. They proposed that once
an activity has been set for an observation, it should be automatically marked
as complete to provide clearer feedback to the user. One participant explained:
”I would prefer it if the observation could be marked as ’complete’ when the activity
has been set.” Participants also recommended offering flexibility in the number of
observation rounds that could be added, as different research protocols or care
routines might require varying numbers of observations. They suggested making
the process more efficient by creating a priority list or extending the default
time block for certain observations that typically take longer. Furthermore,
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participants emphasized the importance of ensuring that the app’s manual could
be accessed from within the app itself. They stressed that the manual should be
clear, comprehensive, and align with users’ practical experiences to facilitate ease
of use, especially for new users.

By the conclusion of the second user research session, participants expressed
optimism about the app’s potential to improve their workflow and reduce the time
spent on manual data entry and processing. They acknowledged the responsive-
ness of the development team to their feedback and looked forward to future
iterations of the app that would incorporate their latest suggestions.

4 Discussion

This study successfully developed an app-based version of the Maastricht Elec-
tronic Daily Life Observation tool (MEDLO-tool) aimed at assessing the daily life
of residents with dementia in nursing homes. By employing a user-centered de-
sign (UCD) approach, we incorporated feedback from participants throughout the
development process, resulting in a minimum viable product that aligns with the
needs and preferences of end-users.

The iterative development process revealed that larger issues, such as bugs
and significant feature requests, were identified and addressed in the initial
phases. Subsequent user research sessions showed a decrease in the number
and severity of issues, indicating progressive refinement of the app. Participants
expressed that the app improved upon the Excel-based MEDLO-tool by stream-
lining data collection and reducing manual input, thereby potentially enhancing
usability.

Balancing end-user feedback with established best practices and user inter-
face guidelines was crucial during development [32–35]. While participants pro-
vided valuable suggestions, not all could be implemented due to conflicting re-
quests and constraints related to usability standards. For instance, some users
desired a more complex timer feature, whereas others preferred simplicity. De-
cisions were made to benefit the majority and adhere to platform guidelines to
ensure familiarity and ease of use [32, 33].

The effectiveness of the UCD approach in this study aligns with previous re-
search demonstrating its benefits in software development [36, 37]. A key factor
in our success was the development team’s familiarity with the context of long-
term care for older adults. This domain knowledge facilitated insightful conver-
sations between developers and participants, reducing misunderstandings and
accelerating the development process. Prior studies have highlighted that cogni-
tive similarity and shared jargon can enhance team performance [38, 39].
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Limitations

Despite these strengths, the study has limitations that warrant consideration. The
participant sample consisted primarily of researchers affiliatedwith the university,
which may limit the generalizability of the findings to care professionals who are
the intended end-users in clinical settings. While these researchers had exten-
sive experience with the MEDLO-tool, involving a broader range of stakeholders,
including nurses and other care staff, could provide additional insights into us-
ability and practical implementation. Furthermore, the app was not tested in a
real-life nursing home environment, which could have revealed context-specific
challenges and opportunities.

Future Work

Future research should focus on conducting pilot studies to evaluate the feasibility
and effectiveness of the MEDLO app in real-world nursing home settings. Involv-
ing care professionals in these studies would help assess the app’s usability, ac-
cessibility, and impact on daily workflows. Additionally, gathering feedback from
residents and their families could provide a more comprehensive understanding
of the app’s influence on care quality.

Further development could explore integrating advanced technologies, such
as artificial intelligence and machine learning, to enhance data analysis and
provide predictive insights [40, 41]. For example, natural language processing
could be used to automate the interpretation of observational data, aiding care
providers in identifying patterns and potential areas for intervention. However,
implementing such technologies would require careful consideration of ethical
implications, data privacy, and user acceptance.

Future researchmay also investigate the usability in practice, by letting nurses
use the app in their daily work. This could provide valuable insights into the app’s
integration into existing workflows and its impact on the quality of care provided
to residents. Additionally, longitudinal studies could assess the long-term effects
of using the app on care outcomes and staff satisfaction. This information could
inform further refinements and improvements to the MEDLO app, ensuring its
relevance in long-term care.
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5 Conclusion

This study successfully demonstrates the viability and demand for an app-based
Maastricht Electronic Daily Life Observation tool (MEDLO-tool) for assessing resi-
dents with dementia in nursing homes. By utilizing a User-Centered Design (UCD)
approach, this study addressed the limitations of the existing Excel-based system
by offering a more efficient and user-friendly alternative. This study shows that
involving users early on in the process and keeping them involved can have a pos-
itive effect on the usability of an application. The MEDLO app shows that a UCD
approach can provide real benefits in the development of a digital tools in nursing
homes.
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PART II

Analysis of Quality of Care Data

This part investigates the possibilities of AI in analyzing textual data regarding
the quality of care.
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Text Mining in Long-Term Care: Exploring the
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TEXT MINING IN LONG-TERM CARE

Abstract

Objectives: In nursing homes, narrative data are collected to evaluate quality of
care as perceived by residents or their family members. This results in a large
amount of textual data. However, as the volume of data increases, it becomes
beyond the capability of humans to analyze it. This study aims to explore the use-
fulness of text-mining approaches regarding narrative data gathered in a nursing
home setting.

Design: Exploratory study showing a variety of text-mining approaches.

Setting and Participants: Data has been collected as part of the project ‘Connect-
ing Conversations’ : assessing experienced quality of care by conducting individual
interviews with residents of nursing homes (n=39), family members (n=37) and
care professionals (n=49).

Methods: Several pre-processing steps were applied. A variety of text-mining
analyses were conducted: individual word frequencies, bigram frequencies, a cor-
relation analysis and a sentiment analysis. A survey was conducted to establish
a sentiment analysis model tailored to text collected in long-term care for older
adults.

Results: Residents, family members and care professionals uttered respectively
285, 362 and 549 words per interview. Word frequency analysis showed that
words that occurredmost frequently in the interviews are often positive. Although
there are some differences in wording such as the use of ‘mother’ and ‘breakfast’,
correlation analysis displayed that similar words are used by all three groups to
describe quality of care. The majority of interviews displayed a neutral sentiment.
Care professionals are more diverse in their sentiment than residents and family
members: while some express a more positive sentiment, others express more
negativity.

Conclusions and Implications: This study demonstrates the usefulness of a text-
mining approach to extend our knowledge regarding quality of care in a nursing
home setting. With the rise of textual (narrative) data, text-mining can lead to
valuable new insights for long-term care for older adults.
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1 Introduction

Patient perspectives have assumed a central role in various healthcare settings in
the assessment of the quality of care [1, 2]. For example, in nursing homes, the
perspectives of residents, their family members, and care professionals are seen
as an important prerequisite for the improvement of quality of care [3]. To ob-
tain more in-depth information regarding the quality of care so that its essential
features can be further explored, narrative data are collected. These data often
contain not only the experiences of residents, but also information regarding their
engagement, satisfaction, and quality of life [2, 4]. Narrative data can be defined
as any data that consist of stories concerning the lives of individuals (e.g., of res-
idents) [5]. Examples of narrative data are interviews regarding the experienced
quality of care or stories about the experience of older adults during the COVID-
19 pandemic [6, 7]. In addition, certain websites (e.g., Zorgkaart Nederland) allow
long-term care receivers to post opinions on the quality of their care and their
lives.

To date, several narrative data methods have been developed to evaluate the
quality of care and the quality of life of residents [8–10]. In a research context,
these often involve audio recordings and verbatim transcriptions thereof. Hence,
these methods result in large amounts of unstructured textual data that cannot
be analyzed manually. Ordinarily, they are analyzed using coding. This involves
summarizing participants’ quotes in several words that capture their essence [11,
12]. It is a very time-consuming and tedious task and requires researchers to take
a consistently objective approach. Consequently, large amounts of textual data
regarding the quality of care gathered daily in nursing homes are only analyzed on
a limited scale and with a limited scope. Since the amount of data using narrative
methods is only expected to rise because of its expanding importance in science
and health care in general, innovative analytical approaches are required.

Computers can process large quantities of data and deliver highly consistent
results. Computerized methods, such as those found in data science, could offer
a possible solution to overcome the difficulties of manual coding. Data science is
a field aimed at extracting knowledge and insights from all kinds of data [13]. Text
mining is a sub-category of data science that is directed at the retrieval, extraction,
and synthesis of information from text [14]. Textmining includesmethods such as
frequency distributions, clustering, sentiment analysis, and visualization [14, 15].
In contrast withmanual analysis, textmining involves processes andmethods that
analyze textual data automatically. As a result, it is often used to go beyond the
scope of specific projects. It is not intended to replace manual coding analyses,
but it does provide a novel way to analyze large amounts of text.
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Text mining is already being used to gain insights into the quality of care. For
example, it is used in hospitals to process health care claims; to group medical
records by patients’ symptoms [16, 17] or to predict the number of hospital ad-
missions at an emergency department to avoid overcrowding [18]. A more recent
study showed an automated method for extracting clinical entities, such as treat-
ment, tests, drugs and genes, from clinical notes [19]. Another study discussed
how text mining can be used to assess the sentiment in tweets towards the COVID
19 pandemic [20]. These types of applications suggest that text mining could also
be useful in processing narrative data in long-term care for older adults to acquire
novel insights into the quality of care and quality of life. Therefore, the present
study aimed to explore the usefulness of text mining approaches to textual data
gathered in nursing home care.

2 Methods

Several text mining methods were applied to examine narrative data collected
within a nursing home setting. These narrative data consisted of interviews with
residents of nursing homes, their family members, and their professional care-
givers (i.e., triads). To enable automatic processing, all interviewswere transcribed
verbatim. Several preprocessing steps were applied. A variety of text mining anal-
yses were conducted, including analysis of individual word frequencies and bi-
gram frequencies, correlation analysis, and sentiment analysis. These are meth-
ods commonly used to gain insights into textual data [21].

2.1 Data collection

The data were collected as part of the project ‘Connecting Conversations,’ which
assesses the quality of care by conducting separate interviews with residents of
nursing homes, family members, and professional caregivers (i.e., triads) [3, 4].
The underlying principles of ‘Connecting Conversations’ are ‘appreciative inquiry’ and
‘relationship-centeredness’ [3]. Appreciative inquirymeans that a positive approach
is used to focus on what is already good and helpful and to do it more frequently.
Relationship-centered care means that the impact of relationships is integral to
the process and outcomes of the care experience [22]. It has been shown that ap-
preciative inquiry does not necessarily lead to a more positive conversation [23].
A total of n = 125 interviews were conducted at 5 different care organizations in
the south of the Netherlands [8]. “The medical ethical committee of Zuyderland
(the Netherland) approved the study protocol (17-N-86).” Information about the
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study was provided to all interviewers, residents, family members and caregivers
by an information letter. All participants provided written informed consent: res-
idents with legal representatives gave informed consent themselves (as well as
their legal representatives) before and during the conversations.

A survey was conducted to establish a sentiment analysis model tailored to
long-term care. Respondents were presented with a list of sentences that were
randomly selected from the transcripts of ‘Connecting Conversations.’ These sen-
tences had to be assigned according to their sentiment: positive, neutral, or nega-
tive. The surveywas anonymous, though participants were asked to provide some
demographic details (i.e., age, gender, place of residence, and level of education).
Participants were allowed to fill in the questionnaire at different times, and each
time they were presented with different sentences.

2.2 Data preprocessing

Preprocessing is a critical step in text mining. It involves the removal of any noisy
and unreliable data from the original dataset [15]. Noise is erroneous informa-
tion that makes the data more difficult to interpret [24]. An example of noisy data
could be stuttering during a phone call or misspelled words in transcribed inter-
views. A lack of preprocessing could yield erroneous results. The product of data
preprocessing is the final data set, which can then be analyzed for meaningful in-
formation. Preprocessing and analysis were performed using R and Python. R is a
free software package for statistical computing and graphics [25], while Python is
a free software package for general-purpose computing [26]. The code for all the
analyses can be found at https://github.com/coen22/Text-Mining-AWO-L.

To perform text mining analysis such as frequency distributions, correlation
analysis, and sentiment analysis, the data were preprocessed in several steps: 1)
all transcribed interviews were exported fromWord files to Excel files, which were
then loaded into R; 2) Words uttered by the interviewer were excluded from all
the transcripts so that the results would not include them; 3) sincemany common
words have no special significance (e.g., the, a, and is), removal of these so-called
stop words was conducted by using a predefined list consisting of the most com-
monDutch stopwords (n = 100); 4) since words in Dutch containing two letters are
often stop words and/or non-informative, theminimumword length (i.e., themin-
imum number of characters that constitutes a word) was set to three; 5) a stem-
ming approach was conducted to increase statistical significance for the various
text mining methods. This approach groups words that refer to the same concept
(e.g., nurses -> nurse, tummy -> stomach). It is similar to word embedding. Stem-
ming is applied by computationally identifying the plurals and diminutives and
reducing them to their root [27, 28]. This rule-based approach is more conserva-
tive than word embedding approaches that group more generally related words
(e.g., mother -> family, nurse -> care) [29, 30].
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2.3 Data analysis

Word frequencies

To gain an initial understanding of the text, a frequency plot was conducted to
visualize the individual words used most frequently in all the interviews (i.e. uni-
grams). Frequency plots can often be described by Zipf’s law, which states that for
any piece of text based on natural language, the frequency of anyword is inversely
proportional to its rank in the frequency distribution [15]. The (n = 50) words used
with the highest frequency in the interviews are displayed in the frequency plots.

Bigram plots were also conducted. Bigrams [15] are combinations of two con-
secutive words such as ‘very good.’ The sentence ‘I love it here’ could therefore be
split up into the bigrams ‘I love,’ ‘love it,’ and ‘it here.’ Bigrams can play a crucial
role in text classification since they can capture the meanings of words that are
not present when analyzing unigrams. For example, the word ‘good’ has a differ-
ent meaning when preceded by the word ‘not.’ The 50 most frequent bigrams
are displayed in terms of their relative frequency for all interviews with residents,
family members of residents, and care professionals, respectively.

Correlation analysis

It is important to understand which words co-occur in the interviews with res-
idents and family members, residents and care professionals, and care profes-
sionals and family members, respectively. Correlation analyses were therefore
conducted to assess the correlation (i.e., co-occurrence) of words across the three
groups. The words are displayed as a collection of data points, divided over three
scatter plots. A log transformationwas used for the x and y-axes to account for the
skewness of the data (i.e., only some words occurred very frequently) [31]. Three
bilateral Pearson correlation coefficients (r) were assessed for residents and fam-
ily members, residents and care professionals, and care professionals and family
members, respectively.

Sentiment Analysis

Sentiment analysis is the process of computationally identifying sentiment ex-
pressed in a piece of text [14, 15]. For example, the sentence ‘It’s a good day’ could
be identified as being positive, while the sentence ‘It’s a bad day’ could be identi-
fied as being negative: the sentence ‘Today I went for a walk’ could be neutral, as it
does not convey whether the walk is experienced as a positive or negative event.
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Previous sentiment analysis models have been based on the general Dutch
language [32]. However, as certain words can have a different meaning in a nurs-
ing home setting, the sentiment behind these words can also be different. For ex-
ample, there is a negative sentiment behind the word ‘plassen’ (‘peeing’), whereas
in the general Dutch language this world would be considered neutral. Therefore,
a general sentiment model may not be suitable for analysis in long-term care.

Using the results of the survey, the sentiment for all occurring unigrams (single
words such as ‘good’ or ‘very’) and bigrams was calculated as a value between (-1)
and (1). A value of (-1) denoted themost negative sentiment, a value of (1) denoted
the most positive sentiment, and a value of (0) denoted a neutral sentiment. The
calculation was based on how frequently a word was used in a positive or negative
context. For example, a word that occurred 9 times as a positive word and once
as a negative word was given a sentiment of 0.8 ((9 ∗ 1+ 1 ∗−1)/10 = 0.8). Since
any sentiment larger than 0 could be defined as positive, a sentiment of 0.8 was
positive. This analysis was carried out for all groups separately: residents (n = 39),
family members (n = 37), and care professionals (n = 49), to show the difference
between the three groups. The words that were used most often by each group
were plotted with the corresponding sentiment of each word.

To show a broad overview of the differences in the overall experienced quality
of care between the different groups, sentiment analysis on each interview was
conducted [33]. This was illustrated by plotting the proportion of positive, neg-
ative, and neutral sentiments for each interview using a ternary plot. A ternary
plot is a triangular plot capable of displaying three variables that sum up to the
same value [34]. In the case of the present sentiment analysis, the percentages of
positive, negative, and neutral sentiments in every interview summed up to 100%.

Topic Clustering Analysis

Topic clustering is the process of identifying topics (i.e. themes) in text segments
and clustering (i.e. grouping) them together based on those topics [35, 36]. Clus-
tering is similar to a qualitative coding process using a grounded approach, as
topics are discovered without any prior knowledge [12]. To discover topic clusters
within interviews, several steps were conducted. Firstly, for each utterance in the
interviews, keywords were extracted using part-of-speech (POS) tagging [33, 37].
POS tagging can identify whether a word is a noun (e.g. nurse, room), a proper
noun (e.g. Sarah, Maastricht), a verb (e.g. walking, knitting), or any other type.
By extracting nouns as keywords, it is possible to discover overarching semantic
topics. Secondly, word2vec was used to calculate similarities in words [29, 30].
Word2vec is an algorithm that creates a vector (i.e. a point in high-dimensional
space) for eachword in such away that words that are similar are located together
[29]. Lastly, k-means was used to create k clusters of keywords [35]. For exam-
ple, with k = 2, two clusters could be discovered that correspond to topics ‘food’
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and ‘family’. A value for k was calculated using the elbow method [36]. The elbow
method balances between havingmany clusters which are too specific and having
few clusters which are too general. For each cluster a topic name was manually
assigned, based on the keywords belonging to that specific cluster. For example,
if a cluster contained keywords such as ‘mother’, ‘father’ and ‘daughter’, the topic
description was formulated as ‘family’.

3 Results

In total, 125 interviews were analyzed: 39 with residents, 37 with family members,
and 49 with staff. A total of n = 202,986 words were uttered. Residents uttered
284.9 words per interview, family members 362.1 words, and care professionals
548.7 words.

3.1 Word Frequencies

Figure 5.1 shows the distribution of the most frequently used words in the inter-
views. A typical Zipf’s law pattern is visible, indicating that the most commonly
used words accounted for almost half of all the words in the interviews [15]. The
frequency of any word was inversely proportional to its rank in the frequency dis-
tribution (i.e., the rank-frequency distribution was an inverse relation). The word
‘goed’ (‘good’) was among themost frequently usedwords, indicating that the inter-
viewees referred to many positive aspects. Moreover, words such as ‘eten’ (‘food’)
and ‘moeder’ (‘mother’), provided insights into topics that participants perceived as
important aspects of quality care. The word ‘food’ was also mentioned frequently,
suggesting that eating was another important topic. The frequent use of the word
‘mother’ may refer to such residents being mentioned by family members. For
example, residents’ family members often referred to residents as their ‘mother,’
indicating that the individual concerned was often a woman.

Since bigrams often contain more contextual information than unigrams, a bi-
gram plot was conducted (Figure 5.2). Themost frequently used bigrams included
‘heel erg’ (‘very’), ‘heel goed’ (‘very well’), ‘wel goed’ (‘good’), ‘wel heel’ (‘very well’), and
‘wel leuk’ (‘nice’). The bigram ‘heel erg’ (very) was the most common bigram across
all groups. This was used both negatively (e.g. ‘very bad’) and positively (e.g., ‘very
good’). A sensitivity analysis of the words that proceeded this particular bigram
revealed that the top 3 were ‘goed’ (‘good,’ n = 9), ‘leuk’ (‘nice,’ n = 7) and ‘tevreden’
(‘satisfied,’ n = 7). By contrast, the word ‘slechts’ (‘bad’) only proceeded the bigram
‘heel erg’ (‘very’) once.
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Figure 5.1: First (n = 50) most frequently occurring unigrams across all interviews.

3.2 Correlation

Figure 5.3 shows the correlation plots between word usage among the three
groups, where each point represents a word. For some points, the English
translation of the corresponding word is also shown. All three plots are similar.
First, they each display an uphill pattern which is indicative of a positive relation-
ship between the two variables. Second, the majority of words form a pattern
around the red diagonal line, resulting in a high correlation coefficient r = 0.91,
r = 0.83, and r = 0.92, respectively (i.e., word usage was largely similar across all
groups). The further away the points are from the red diagonal line, the more
different the word usage between groups and perhaps each group’s perception
of the quality of care. For example, words such as ’hobby’ (’hobby’), and ’dochter’
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Figure 5.2: First (n = 50) most frequently occurring bigrams across all interviews.

(’daughter’) occurred more frequently in the interviews with the residents than
with family members. This suggests that these subjects were more important to
the residents, either negatively or positively. Family members used words such
as ’instelling’ (’institution’) and ’zaterdag’(’Saturday’) more frequently.

3.3 Sentiment Analysis

A total of 234 participants assigned a sentiment to 11,519 sentences, which was
56% of the total. The mean age of all participants was 41 (SD: 13.7). Of all partic-
ipants, 71% were women. Sixty-seven percent of the participants had at least a
master’s degree, while 21% had a bachelor’s degree; 67% said that they were cur-
rently living in the south of the Netherlands.
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A scatter plot of the top 40most commonly occurringwords for residents, care
professionals, and family members is displayed (Figure 5.4). The x-axis shows the
sentiment value for each word between -1 (most negative) and 1 (most positive):
the y-axis displays the frequency with which these words occurred. Many of the
most common words were similar between residents, their family members, and
care professionals. The words ’wel’ (’well’ or ’quite’), ’heel’ (’very’) and ’goed’ (’good’)
occurredwith very high frequency across all groups, but the sentiment wasweakly
positive. Words such as ’leuk’ (’nice’) and ’fijn’ (’nice’) occurred with high frequency
with a strong positive sentiment; ’muziek’ (’music’) and ’activiteiten’ (’activities’) oc-
curred with high frequency with a weakly positive sentiment.

3.4 Sentiment Analysis in Triads

To illustrate the expressed sentiments of residents, family members, and care
professionals, a ternary plot was created (Figure 5.5). It is 3-dimensional, with
a positive, negative, and neutral axis. Each point in the triangle represents ei-
ther a resident (red), a family member (blue), or a care professional (green). As
can be seen, most conversations are closely grouped together and slightly above
the absolute middle, meaning that they are mostly neutral and almost equally
positive and negative. Residents represent the densest group, implying that they
expressed rather similar sentiments, that is, neutral, with equal amounts of posi-
tive and negative sentences. Family members have a lower density, implying that
they expressed a slightly more diverse range of sentiments; this group was on
average more negative regarding the quality of care than the other groups. Care
professionals cover the largest area and thereby were the most diverse in terms
of sentiment expressed; this group was on average more positive regarding the
quality of care than the other groups.

3.5 Topic Clustering Analysis

To the topic clustering analysis is displayed in Figure 5.6; each keyword is repre-
sented as a dot. The axes have no real-world meaning; they are artificially created
to highlight the difference between clusters (i.e. topics) [38]. Only the distance be-
tween dots has meaning: dots, and thus keywords, which are closer together are
semantically more similar compared to dots that are further apart [29, 38]. Dots
with the same color belong to the same cluster. Although most keywords belong
to one overarching cluster ’quality of care; (which was expected, as all keywords
are related to experienced quality of care in a nursing home setting), utterances
still show nuanced differences, leading to the discovery of 12 different, but related
topics.
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For each different cluster the topic name, the most important keywords and
the number of sentences that belong to that topic are displayed (see Table 5.1).
Certain clusters are well-defined such as ’health’ and ’food’, while others display
more overlap, such as ’care environment’. This corresponds with Figure 5.6, as
it shows certain clusters overlap very little with other clusters. The clusters ’rela-
tions’, ’time’ and ’life experiences’ are the clusters with themost occurring keywords.

Table 5.1: Topics from the cluster analysis including the corresponding number of key-
words occurring in the interviews (n = 125).

# Topic name Example keywords # Occurrences
1 Relations Daughter, mother, family, chil-

dren, man
1995

2 Activities Flower arranging, television,
Christmas, music, movie

996

3 Time Time, start, hour, day, afternoon,
week

2175

4 Care organization Decision, matter, system, organi-
zations, privacy

1072

5 Daily experiences Meaning, moment, experience,
progression, private

525

6 Physical nursing home environ-
ment

Room, neighborhood, door, am-
bulance, walker

1106

7 Health Parkinson, hallucinations, miscar-
riage, eye drops, incident

423

8 Food Dinner, desert, coffee, sandwich,
potatoes

527

9 Life experiences Life, moment, story, feeling, event 1827
10 Care environment Nursing home, care, education,

help, somatic
1432

11 Physical Appearance Sewing machine, toe, hands,
clothes, nightgown

860

12 Miscellaneous A little, word, small error, things,
remainder

868
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Figure 5.3: Bilateral correlations between the words of the 3 groups, respectively: (a)
residents and family members; (b) residents and care professionals; and (c) care profes-
sionals and family members.
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Figure 5.6: A visualization of the topic clustering analysis. Clusters are represented by
numbers which correspond with the numbers in Table 5.1.
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4 Discussion

The present study aimed to explore the usefulness of text-mining approaches
regarding narrative data gathered in a nursing home setting. The textual infor-
mation that was automatically gathered from the 125 interviews generated novel
insights into the quality of care.

The results showed that the word ’good’ was among the most frequently used
words in the interviews, which could indicate that, in general, participants had a
positive experience of care. However, it might be argued that individual words
have different meanings when preceded by different words (e.g., the word ’good’
can be preceded by the word ’not’ or ’very,’ thereby giving it a different sense).
Hence, bigrams (i.e., groups of two consecutive words) were analyzed, and this
revealed that the word ’good’ was often preceded by adjectives, indicating magni-
tude (e.g., ’very good’ or ’very nice’). These word combinations frequently occurred
in the interviews in all three groups, indicating positivity towards the quality of
care. Previous research has demonstrated that, when conducting a manual senti-
ment analysis, words such as ’good’ are indicative of a positive experience regard-
ing quality of care [8]. Correlation analysis showed that the same set of words
were used by residents, their family members, and care professionals when dis-
cussing the quality of care. These findings imply that the three groups talked
about similar topics when discussing the substantive issue. Sentiment analysis
highlighted several positive words, including ’muziek’ (’music’) and ’activiteiten’ (’ac-
tivities’). Because these words were used frequently in the interviews, it may be
inferred that ’music’and ’activities’ were regarded as important criteria for judging
the quality of care [39]. In addition, sentiment analysis showed that the majority
of interviews expressed mainly neutral sentiments, though the care profession-
als were more diverse and positive in their sentiments compared with the other
groups [8]. This finding is underscored by previous research that has shown that,
in general, care professionals are often more positive than residents or residents’
family members concerning the quality of care the residents receive [8, 40]. A
topic clustering analysis yielded a variety of topics: while some topics were very
clearly defined, including topics such as ’food’ and ’health’, others were less clearly
defined (e.g. ’miscellaneous’). The large number of occurring keywords related to
the topics ’relations’, ’life experiences’ and ’care environment’ not only highlights the
importance of these two topics in relation to experienced quality of care within a
nursing home setting [3, 8, 41, 42], but also underscores the validity of the text-
mining approach.

The present study is the first to assess quality of care in a long-term care con-
text by analyzing qualitative data through text mining. Making use of the vast
amount of text in this way has given a voice to residents, their family members,
and care professionals working in nursing homes. However, the study also has
several possible limitations. Firstly, the word and bigram frequency analyses only
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contain absolute numbers. This analyses still contains words and bigrams which
have little significance, i.e. words such as ‘well’ or ‘quite’, which are less informa-
tive. Another limitation is the explainability of the sentiment analysis model which
is a ‘deep learning’ model. Deep learning is the optimization of large models for
tasks such as sentiment analysis [33]. While sentiment analysis conducted us-
ing a deep learning method often results in more accurate results compared to
machine learning models, these latter models can be explained more easily, as
unigrams or n-grams (sequences of words) correspond with a certain sentiment
prediction. With deep learning models, sentiment can be based on how every
word relate to every other word in a text segment. These word relations are cal-
culated from large text datasets and involves many abstract values [33, 43].

4.1 Future Work

Future research could focus on combining narrative data with more quantitative
measures related to, for example, the prevalence of care problems [44]. This could
be achieved by using a text mining approach and various predictive algorithms.
It would then be possible to relate narrative data regarding the quality of care to
particular care issues (e.g. incontinence and malnutrition), thereby providing a
more comprehensive view of quality of care.

Future research could also aim to further explore the text-mining approaches
used in the current study. By comparing the text mining approach against the
current gold standard of manual coding, the text-mining approach could not only
be validated but perhaps also improved. For example, by further improving topic
clustering, itmay becomepossible to automate the processes of qualitative coding
(i.e. the analyses of qualitative data). As a consequence, analyzing qualitative data
may become less time-consuming and more objective.

5 Conclusion

To make use of the ever-growing amount of textual data related to the quality
of care in long-term older persons’ care, innovative and efficient methods are
needed. The present study demonstrates the usefulness of a text-mining ap-
proach to extend our knowledge regarding the quality of care in a nursing home
setting. With the shift to more collections of textual (narrative) data, text-mining
in long-term elderly care can lead to valuable new insights that would not have
been found using manual analysis.
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COMPARING TEXT MINING TO MANUAL ANALYSIS

Abstract

Objectives: In long-term care for older adults, large amounts of text are collected
relating to the quality of care, such as transcribed interviews. Researchers cur-
rently analyze textual data manually to gain insights, which is a time-consuming
process. Text mining could provide a solution, as this methodology can be used
to analyze large amounts of text automatically. This study aims to compare text
mining to manual coding with regard to sentiment analysis and thematic content
analysis.

Methods: Data were collected from interviews with residents (n=21), familymem-
bers (n=20), and care professionals (n=20). Text mining models were developed
and compared to the manual approach. The results of the manual and text min-
ing approacheswere evaluated based on three criteria: accuracy, consistency, and
expert feedback. Accuracy assessed the similarity between the two approaches,
while consistency determined whether each individual approach found the same
themes in similar text segments. Expert feedback served as a representation of
the perceived correctness of the text mining approach.

Results: An accuracy analysis revealed that more than 80% of the text segments
were assigned the same themes and sentiment using both textmining andmanual
approaches. Interviews coded with text mining demonstrated higher consistency
compared to those codedmanually. Expert feedback identified certain limitations
in both the text mining and manual approaches.

Conclusions and Implications: While these analyses highlighted the current lim-
itations of text mining, they also exposed certain inconsistencies in manual analy-
sis. This information suggests that text mining has the potential to be an effective
and efficient tool for analysing large volumes of textual data in the context of long-
term care for older adults.
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1 Introduction

In recent years, client perspectives have become increasingly important in long-
term care for older adults (LTC) when assessing the quality of care [1–3]. To gain
insight into these perspectives, textual data are often collected, such as electronic
health records, policy documents or transcribed interviews with various stake-
holders, including residents of nursing homes [2, 4]. When interviews are con-
ducted with stakeholders in nursing homes, textual datamay be collected by tran-
scribing audio recordings verbatim from interviews (i.e. literally translating voice
into text), and are often referred to as transcripts. This type of data collection
often results in large amounts of textual data. To be able to analyse these data,
researchers often conduct a so-called coding analysis, which involves manually
analysing each transcript (stemming from an interview) to identify text fragments
that are relevant to the objective at hand (often a research question) [2, 5]. Each
key fragment is summarised using codes (i.e. summaries of several words) that re-
flect the condensedmeaning of that specific fragment [5]. The codes are then clus-
tered based on their similarity, and are grouped into themes [5]. These themes
convey a certain topic which is of relevance to the transcript at hand, which often
provides a direct or indirect answer to the research question [5]. Although this
type of coding is typically performed in a bottom-up manner, it is also possible to
apply a top-down approach, in which case a set of themes is constructed in ad-
vance [3]. Since text analysis through coding is known to be very time-consuming
and prone to bias due to the subjectivity of the researchers, coding is often per-
formed independently by two or more researchers, thereby ensuring a certain
level of objectivity. Manual analysis is never completely objective, as researchers
are prone to human biases such as generalisations, inferences, and interpreta-
tions [6, 7]. which compromise the reproducibility and limit the amount of data
that can be analysed.

To overcome the aforementioned drawbacks, text mining could offer a pos-
sible solution. Text mining is the process of transforming unstructured text into
structured data in order to gain new information and knowledge [8]. and has al-
ready been used for knowledge discovery in other domains of health care [4, 9–
13]. Knowledge discovery is the process of extracting useful information from a
collection of data; for example, a study conducted on electronic health records dis-
cussed how text mining could be used to group pathology reports and discharge
summaries, based on similar word occurrences [10]. Another study that focused
on organising clinical narratives concluded that text mining could be applied to
clinical narratives to identify keywords that could help in classifying physiother-
apy treatments [4]. These examples highlight the usefulness of text mining in the
health care domain.
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Recent advancements in the field of text mining have ushered in a variety of
new techniques, each with its unique focus and application [14–19]. Somemodels
are particularly good at generating context-aware, human-like text, while others
excel at incorporating multi-modal data, such as text and images, for a more com-
prehensive analysis [14–16]. Moreover, there is a growing emphasis on adapting
these models to run efficiently on consumer-grade hardware [17]. Despite these
strides in technology, there are still significant challenges in achieving the level of
accuracy required for some tasks, and in many cases, human expertise continues
to outperform automated methods [17].

To understand the potential usefulness of text mining for qualitative research
in long-term care for older adults, it should be compared to the current gold stan-
dard ofmanual coding [20]. This study aims to compare a textmining approach to
a manual approach in terms of accuracy, consistency, and expert feedback. Accu-
racy is ameasure of the degree towhich the results from the textmining approach
are similar to those of themanual approach, whereas consistency is defined as the
degree to which an approach (i.e. text mining or manual) finds the same themes
for similar pieces of text. Expert feedback is collected to show whether the analy-
ses conducted through text mining are perceived to be correct.

2 Materials and Methods

In this study, a comparison was conducted between the use of manual and text
mining approaches in a sentiment analysis and a thematic content analysis of
qualitative data accumulated in an LTC setting. Two different text mining mod-
els were constructed: (i) a sentiment analysis model, and (ii) a thematic content
analysis model [21, 22]. Eachmodel was then compared to the respective manual
coding approach, based on an accuracy evaluation, a consistency evaluation and
expert feedback.

2.1 Sample and Participants

Data were collected as part of a project entitled ‘Connecting Conversations’, which
aimed to assess the experienced quality of care in nursing homes from different
perspectives [2, 23]. This was achieved by interviewing residents, family members
and care professionals at different nursing homes in the South of Limburg [2, 23].
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A total of n = 250 interviews were conducted at five different LTC organizations
in the southern part of the Netherlands. From those interviews, 234 were tran-
scribed (16 could not be transcribed due to poor audio quality). From the remain-
ing 234 interviews, 61 were analysed manually using thematic content analysis.
In addition, 103 interviews were analysed manually using sentiment analysis. All
analysis in the manuscript were performed using those 61 and 103 interviews for
the thematic content analysis and sentiment analysis respectively.

All interviews were conducted between January 2018 and December 2019. A
diverse set ofwardswere included, including those for older peoplewith dementia
[23]. A total of n = 35 interviewers conducted the interviews. These interviewers
were part of the project ’Connecting Conversations,’ which aims to assess the ex-
perienced quality of care in nursing homes from the resident’s perspective. They
primarily come from a long-term care setting and have received specialized train-
ing to conduct these interviews. For a more comprehensive understanding of the
’Connecting Conversations’ project, see Sion et. al. 2020a [2]. The medical ethical
committee of Zuyderland (the Netherland) approved the study protocol (17-N-86).
Information about the study was provided to all interviewers, residents, family
members and caregivers by an information letter. All participants provided writ-
ten informed consent: residentswith legal representatives gave informed consent
themselves (as well as their legal representatives) before and during the conver-
sations.

2.2 Data

The interviews were anonymously collected in the form of audio recordings and
were transcribed verbatim (in Dutch) [2]. Personally identifiable information was
removed from the transcripts before being coded. The data were coded by three
research experts, each working in the Living Lab on Ageing and Long-Term Care for
over 5 years. All these experts have a minimum of ten years of experience in con-
ducting qualitative research. A total of 103 transcripts were manually coded re-
garding the sentiment [24]. In this analysis, text segmentsweremanually coded as
being either ’positive’ or ’negative’. However, text segments were only coded if the
text discussed a topic relevant to the nursing home. A total of 61 transcripts were
manually coded using INDEXQUAL, a thematic framework for defining the qual-
ity of LTC [3]. The themes provided by INDEXQUAL are ’context’, ’nursing home’,
’person’, ’expectations’, ’personal needs’, ’past experiences’, ’word of mouth’, ’ex-
periences’, ’care environment’, ’relationship-centred care’, ’experienced quality of
care’, ’perceived care services’, ’perceived care outcomes’ and ’satisfaction’ [2, 3].
In both cases, transcripts were coded using MAXQDA, and these codes were ex-
ported to develop a text mining approach [25].
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2.3 Text mining models

The models presented in the current study were created using deep learning, a
method in which artificial neural networks (ANNs) are used to learn automatically
from input data [26]. A Dutch base languagemodel called RobBERTwas used [22].
The advantage of using such a model is that language knowledge can be learned
from a large dataset of arbitrary (Dutch) text. Two models were developed in the
current study: a sentiment analysis model, and thematic content analysis model.
The code for the models can be found at: https://doi.org/10.5281/zenodo.
8391747.

Sentiment analysis

Sentiment analysis is the process of computationally identifying the sentiment ex-
pressed in a piece of text [8, 27]. For example, the sentence ‘It’s a good day’ could
be identified as being positive, while the sentence ‘It’s a bad day’ could be identi-
fied as being negative. The sentence ‘Today I went for a walk,’ could be neutral,
as it does not convey whether the walk was experienced as a positive or negative
event. Coded text segments were passed directly as input to the model, without
modification. The sentiment analysis model was trained to classify the sentiment
of a given piece of text into one of two categories, i.e. positive or negative. A pos-
itive or negative code was only assigned when it was perceived as being relevant
to improving the quality of care [24].

Thematic content analysis

As part of the thematic content analysis, the model was trained to identify the
themes present in a given piece of text and to classify them into the relevant
themes of the INDEXQUAL coding scheme. Since the number of coded text seg-
ments (n = 3867) was insufficient to allow the model to learn all of the themes
and sub-themes (n = 16), only the main themes were used: ‘Experienced quality
of care’, ‘Experiences’, ‘Expectations’ and ‘Context’ [3]. Each code containing a sub-
theme was changed to one of these main themes, and the model was designed
to be able to identify multiple themes that may be present in a text segment.
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2.4 Evaluation

The text mining models were analysed in three ways: an accuracy evaluation,
a consistency evaluation, and using expert feedback. The accuracy analysis as-
sessed the ability of each model to correctly classify or predict outcomes based
on the input data, while the consistency analysis evaluated their ability to produce
consistent results over multiple runs or when applied to different datasets, and
expert feedback was used to provide additional insight into the performance and
potential biases of the models [28–30].

Accuracy

The accuracy evaluation aimed to calculate the percentage of text segments that
were assigned the same codes in both the text mining approach and the manual
approach [8, 27, 31]. For example, if the text mining model for sentiment analy-
sis assigned the same sentiment as the manual approach for all of the sentences,
then the model would be considered 100% accurate. To calculate the accuracy,
training and validation sets were used: the training set was used to provide feed-
back to themodel to help improve it (i.e. supervised learning), while the validation
set was used to evaluate whether what themodel had learned so far could be gen-
eralised to data that it had not had the chance to learn from [28]. The total amount
of data was split, with 90% forming the training set and 10% the validation set. The
accuracy score from the validation set was reported, as this is more representa-
tive of how a model would perform on unseen data [28]. A confusion matrix was
used to display the results of the accuracy evaluation. Such a matrix shows the
different cases for each possible choice that either the manual or text mining ap-
proach can make. Accuracy was calculated using the formula: (TP + TN) / (TP + TN
+ FP + FN). In this case, TP is the true positive (i.e. where a code is present in both
analyses), TN is the true negative (i.e. where a code is absent in both analyses),
and FP is the false positive (i.e. where a code is predicted to be present but is
absent in the manual analysis), while FN is the false negative (i.e. where a code is
predicted to be absent but is present in the manual analysis). These components
help us assess the accuracy of themodel’s predictions and its performance overall
[28].

Consistency

In the consistency evaluation, both the manual and text mining approach were
analysed to determine the consistency of each approach individually. When a
coded text is consistent, the expected outcome is that each sentence that is se-
mantically similar will be coded in the same way. A consistency evaluation was
conducted by comparing the assigned themes or sentiment between similar sen-
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tences; for example, if two sentences were semantically very similar, then it would
be expected that these sentences would also be codedwith the same themes, and
if two sentences were semantically very different, it would be less likely that these
would be coded in the same way [30, 32].

Expert feedback

To determine whether the output of the models was reliable and comparable to
that of manual coding, feedback was collected from the original research experts.
This information was collected from three of the research experts who coded the
original data, all of whomworked at the Living Lab on Ageing and Long-Term Care
for over 5 years. All their feedback was captured in an audio-recorded interview.

The research experts were shown three coded transcripts and were asked to
give feedback on them. Without their knowing, the research experts were shown
one transcript that had been left unmodified manually coded transcripts (i.e. a
transcript that contained the codes as previously analysed by the research experts
themselves). After being shown each individual transcript, the research experts
were asked to provide feedback on that transcript overall. Their feedback was
then analysed to discover potential issues with the text mining approach.

Following this, the research experts were given one large transcript from the
validation set in which they were shown both themanual and textmining versions
next to each other. This type of comparison allowed them to comment on why
the differences between the approaches arose. Their feedback was also used to
highlight issues with the accuracy analysis.

3 Results

3.1 Accuracy

Sentiment analysis

The results show that the overall accuracy for the sentiment between the manual
approach and the model was 81.8%. Figure 6.1 displays the results of the senti-
ment analysis in the form of a confusionmatrix. It can be seen from the figure that
most of the text in the transcripts was not coded with a sentiment, either through
the manual process or through text mining. Manually coded text with a negative
sentimentwas only recognised as positive by textmining in 0.1%of cases, and only
0.3%of the text that wasmanually codedwith a positive sentimentwas recognised
by text mining as negative. The average accuracy over all transcripts was 88.7%
with standard deviation of 8.6%. The minimum was accuracy was 52.1% and the
maximum accuracy was 99.6%.
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Text Mining
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Figure 6.1: Confusion matrix comparing sentiment analysis results of the manual and
text mining approach. The matrix compares manual coding (rows) against text mining
predictions (columns) for sentiment values of the text. Each cell within the matrix repre-
sents the percentage occurrence of a particular sentiment alignment (or misalignment)
between the manual and text mining approaches. The y-axis of each matrix represents
the sentiment as determined through manual analysis, while the x-axis indicates the text
mining predictions. The diagonal cells (from top left to bottom right) illustrate the per-
centage of agreement between the two methods, whereas all off-diagonal cells indicate
discrepancies. For instance, the cell at the intersection of the ”Positive” row and the ”Neg-
ative” column displays instances where text was manually coded as positive but was pre-
dicted as negative by text mining.

Thematic content analysis

A comparison was conducted between the manually coded INDEXQUAL themes
and the codes predicted by the model, and the results indicated that the model
achieved an accuracy of 83.7%. Figure 6.2 shows the confusion matrices for the
validation set. For all of the themes in general, it was found that most of the text
segments that weren’t coded by the manual approach, were also not coded by
the text mining approach. For the theme ‘Context’, we found that the text mining
approach assigned a code to a text segment much more often compared to the
manual approach. The themes of ‘Context’ and ‘Expectations’ were absent from
most of the manually coded text (in 87.9% and 95.2% of cases, respectively). The
themes of ‘Experienced Quality of Care’ and ‘Experiences’ were identified correctly
by the text mining approach in a higher percentage of text segments compared
to ‘Context’ and ‘Expectations’; however, ‘Experienced Quality of Care’ and ‘Expe-

120



COMPARING TEXT MINING TO MANUAL ANALYSIS

riences’ also had higher rates of false positives and false negatives. False posi-
tives were cases where text mining incorrectly assigned a particular theme to text
segment, and false negatives were cases where text mining incorrectly failed to
assign a theme. “The average accuracy over all transcripts was 81.9% with a stan-
dard deviation of 8.5%. The minimum accuracy of any transcript was 43.1% and
the maximum was 93.4%.
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Figure 6.2: Comparison of results from the thematic content analysis. A confusionmatrix
is shown for each of the main INDEXQUAL themes (Experienced quality of care, Experi-
ences, Expectations and Context). The y-axis of each matrix represents the presence or
absence of a theme as determined throughmanual analysis, while the x-axis indicates the
text mining predictions. Cells on the diagonals capture instances of agreement between
manual coding and text mining for each theme. Off-diagonal cells detail discrepancies,
indicating false positives or false negatives. Percentages within cells show the proportion
of occurrences for each scenario in relation to the total dataset.
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3.2 Consistency

Sentiment analysis

Consistency scores were calculated as part of the sentiment analysis, as shown in
Table 6.1. Semantic similarity is a value between 0% and 100%, where a higher
percentage indicates that the results were more consistent [33]. On average, the
transcripts coded using the sentiment analysis model were more consistent than
those coded using the manual approach.

Table 6.1: Overview of the consistency of the manual and text mining approaches in re-
garding the sentiment analysis.

Theme Manual (%) Text mining (%)
Positive 68.3 74.4
Negative 67.6 73.8

Thematic content analysis

As is shown in Table 6.2, the text mining approach was more consistent when
coding sentences related to experienced QoC and experiences. These were also
the themes that occur most often in the interviews. On average the text mining
approach was more consistent using the current metric. While, the results dis-
played a low consistency, it should be noted that only limited context was taken
into account. This increased the perceived similarity of sentences and therefore
decreases the consistency.

Table 6.2: Overview of the consistency of themanual and text mining approaches regard-
ing various themes.

Theme Manual (%) Text mining (%)
Experienced QoC 51.8 58.9
Experiences 54.0 59.1
Expectations 59.5 61.8
Context 59.4 62.2
Average 56.2 60.5

3.3 Expert feedback

Overall, the research experts expressed a mixed-to-positive assessment of the
analysis of the transcripts. While they were most positive about the manually
coded transcript, they were unable to distinguish it from the transcript coded by
the text mining algorithm in the training set. In contrast, the text mining approach
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in the validation set was recognized by the research experts as having a lower level
of accuracy (e.g., smaller coded text segments compared to the manual codes).
The research experts identified certain themes, such as “Context” and “Expecta-
tions,” as posing greater difficulties for the algorithm, whereas other themes, such
as “Experienced Quality of Care” and “Experiences,” were coded more similarly by
both the algorithm and the research experts. The experts acknowledged that cod-
ing was generally a challenging task.

”I don’t find the coding to be poor. I notice that the codes about which
the text mining approach is wrong, we’ve also had deliberations.”

”[Text mining] isn’t not all perfect, however it does allow us to analyse
much more interviews.”

The research experts were presented with a transcript from the validation set,
where both the manual and text mining versions were presented side by side to
enable the research experts to explain the differences between the approaches.
Most of the feedback from the research experts focused on codes that were sim-
ilar between the two approaches or where the text mining approach incorrectly
coded something. However, according to the experts, some codes were coded
correctly by the text mining approach, but not by the manual approach.

”Yes, we’ve missed that one, seems logical to me.”

”Yes, [similar to the other] we missed that one as well.”

Although the instances of text mining finding errors in the manual codes were
few, they negatively impacted the accuracy analysis. This is because such codes
were regarded as false positives. Additionally, there was at least one instance
where the text mining algorithm had coded the same information at a different
location in the text.

”Here, the model applied the theme of quality of care [instead of
where we coded it].”

4 Discussion

This study compared two approaches to coding text, a text mining approach and a
manual approach, and carried out two types of analysis: a sentiment analysis and
a thematic content analysis. The two approaches were compared in terms of their
accuracy and consistency, and based on expert feedback. The results showed that
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formost text segments, the approacheswere coded in a similar fashion. However,
further analyses also showed that there were key differences in coding between
the text mining approach and themanual approach in terms of accuracy and con-
sistency.

The results of an accuracy analysis showed that the text mining models coded
text with the same themes as the manual approach in more than 80% of cases.
However, it was found that the number of false positives and false negatives were
relatively high compared to the true positives. This indicates that the actual simi-
larity (i.e. for text containingmore coded segments) between themethodsmay be
lower. One of reasons for the discrepancies between the manual and text min-
ing approaches is that many manually coded text segments contain more than
one theme; for example, 19% of all of the text coded with the theme ‘Experiences’
was also coded by the research experts with other themes, such as ‘Experienced
quality of care’ or ‘Expectations’. The presence of overlapping themes in text can
pose a challenge for text mining models, as this makes it more difficult to accu-
rately determinewhich text characteristics correspond to each theme. In addition,
the complexity and variability of natural language and the current limitations of
text mining algorithms may also contribute to the lower accuracy of text mining
models [34–37]. The variance of the accuracy between transcripts shows that a
possible reason for lower accuracies could be due to factors that vary between
transcripts , such as the quality of the transcription, the nature of the language
used by the participants, or contextual factors that were not taken into account
by the text mining or manual approach.

The results of a consistency analysis suggested that the current text mining
models were able to produce more consistent codes for semantically similar sen-
tences across all interviews compared to themanual analyses. However, themea-
sured difference in consistency between the approaches was less than 5% on av-
erage. This could be explained by the fact that the text mining approach learned
from themanual codes, and hence the textminingmodels also exhibited the same
type of inconsistencies to a certain degree [38, 39].

supplement to traditional qualitative analysis methods, and could provide a
more efficient and objective way of analysing large amounts of text data [40, 41]..
However, research experts were able to identify flaws in bothmethods of analysis.
This could be because research experts had more knowledge about the subject
of the analyses and could therefore recognise wider patterns [42, 43]. However,
it was difficult for human experts to distinguish between the codes they had as-
signed manually and codes that were assigned by the text mining model. When
the experts were able to compare the codes created by the text mining approach
and their ownmanual codes, they reported that they had also missed certain text
segments when they originally coded the interviews. These segments were dis-
covered and coded by the text mining models. This finding suggests that text
mining models could be helpful for manual analysis, as demonstrated using re-
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cent methods such as InstructGPT and MM-CoT [14–16]. These methods show
that language models can aid in a variety of tasks, from writing cover letters to
creating SPSS or Python scripts. However, these language models require human
guidance to achieve the best results, as many of these tasks may be subject to
human bias [38].

Using deep learning models, such as those highlighted in this study, offers a
distinct advantage in terms of speed. While deep learningmodels can process and
analyse data within seconds, manual analysis, depending on the complexity and
volume of the data, can span weeks to even months [44]. However, it’s essential
to recognize that the results from deep learning models might not always align
perfectly with those of manual analysis. As such, researchers might find the need
to fine-tune the outputs generated by text mining models. Despite this, the inte-
gration of deep learning significantly accelerates the qualitative analysis process,
offering a more efficient alternative to traditional methods.

Somemethodological limitationsmust be acknowledged. Firstly, in large parts
of the interviews, no codes were identified by either the text mining or manual
approach. As a result, the average accuracy of the text mining models was higher
than it might have been if the text were coded with a higher density. Secondly,
it is important to consider the limitations of the algorithm used to calculate the
sentence similarity. This algorithm has an accuracy that is limited to 66% for the
classification of similar sentences [30]. This is also challenging, as it is therefore
difficult to define which properties of a text segment are important in terms of
the semantic similarity. For example, given four sentences regarding a resident, a
nurse, a resident’s family member, and a visiting doctor, it is possible to split them
based on whether a person is a healthcare professional or not; however, it is also
possible to split them based on whether a person is part of the nursing home
staff or an outsider. Which property is more important to the similarity depends
on factors such as the research question, and determining the similarity becomes
more difficult with complex sentences. Moreover, it is important to consider the
potential for human bias in qualitative analysis. Bias can arise from a variety of
sources, including the research expert’s own preconceptions and assumptions,
the sampling and recruitment of participants, and the methods and techniques
used to collect and analyse data [36, 37]. As the text mining model learns from
inherently subjective data, it also learns to apply codes with the biases that exist
in the data. While the expert feedback showed that few of these cases existed,
such cases can negatively impact the evaluated accuracy of text mining models.
Lastly, the analysis conducted in the current study only had context window of
512 words at most, which represents a technical limitation of the method [21,
22]. This limits the textual context that the models have access to. These issues
can be mitigated using large language models that are better able to capture the
nuances and complexities of natural language (e.g. GPT-3) [34, 45]. Such models
can also handle a larger context of words. Whereas RobBERT has a maximum
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context length of 512, GPT-3 has a context of 4,096. However, such large language
models cannot be used on most personal computers, as they require specialised
hardware to run efficiently (i.e. GPUs or TPUs with large amounts of memory)
[46]. Using these via online (cloud) systems could give rise to issues regarding the
privacy of the interview participants. However, recent advances have shown that
‘smaller’ (i.e. more efficient) large language models can achieve similar results,
and these models can be used on personal computers, unlike GPT-3 [17, 47].

4.1 Future Work

Future research could focus on applying a hybrid approach that combines the text
mining and manual methods. Using this approach, a text mining algorithm could
be used to pre-process the text data and identify potential themes and patterns,
which could then be reviewed and refined by human experts. This would allow
for an efficient and objective analysis of large datasets, while also allowing for the
expertise and knowledge of human experts to be incorporated. Future research
should investigate whether this approach could help to reduce the potential for
bias and improve the accuracy of the results.

Future work could compare multiple novel text mining models such as GPT-4
and LLaMA to show whether larger models can generate results that are better
with respect to the context and more similar to the manual analysis. Comparing
different models side-by-side could offer a useful way to visualize the main fea-
tures and capabilities of each model, and could also facilitate the identification
of any common weaknesses or limitations that may exist across some or all of
the models being investigated. This could also enable the identification of areas
where specific models may excel relative to others.

5 Conclusions

The current study shows that text mining can be an effective tool for quickly and
accurately identifying sentiment and thematic content from large amounts of
textual data. Text mining can help to reduce the amount of time and resources
needed to analyse textual data, making it a valuable tool for analysing large
amounts of qualitative data. However, as shown in the current study, text mining
has certain limitations regarding language understanding; in its current state, text
mining is no substitute for manual coding, but can be seen as a helpful addition.
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The aim of this dissertation was twofold. Firstly, to develop tools and methodolo-
gies to support data collection and analyses in LTC by automating manual pro-
cesses. Secondly, to investigate the possibilities of AI in analyzing textual data
regarding the quality of care.

1 Main Findings

This dissertation first gave an overview of existing data science and AI methods in
long-term care with regard to quality of care. The scoping review identified few
data science methods used to study or improve quality of care. This is in contrast
with data science in medicine, where research regarding AI is much more abun-
dant [1, 2]. The review concluded that despite the potential of these methods to
improve the quality of care, their use remains limited in a long-term care for older
adults (LTC) setting. The findings suggest that overcoming barriers, such as lack
of data infrastructure, expertise, and clear ethical guidelines, are essential steps
toward leveraging data science to its full potential in LTC. The review underscores
a need for broader adoption and more strategic implementation of data science
in LTC.

In Part I of this dissertation, twomethodologieswere explored to enhance data
collection in LTC settings, focusing on automating analysis processes tradition-
ally performed manually. The first study developed an automatic speech recog-
nition (ASR) model tailored to specific accents and speech impairments of older
adults. This model significantly reduced the word error rate (WER) compared to
general ASR models, demonstrating the efficacy of using domain-specific data to
improve speech recognition accuracy with challenging accents. This advancement
suggests that ASR technology can be a valuable tool for transcribing interviews
and other speech data in LTC, potentially saving significant time and effort for re-
searchers and care staff. The second study focused on the user-centered design
(UCD) approach for developing a digital application, specifically transforming the
Maastricht Electronic Daily Life Observation (MEDLO) tool from an Excel-based
system to a more user-friendly app. This process involved continuous feedback
and iterative design with the end-users, including researchers and care profes-
sionals. The result was a minimum viable product (MVP) that streamlined data
collection and analysis, making it more accessible and less time-consuming for
users. This UCD approach proved to be useful in improving the usability of the
MEDLO tool. Moreover, it highlighted the importance of involving users in the de-
sign process to ensure the developed solutions meet their needs and preferences
effectively.

133



CHAPTER 7

In Part II of this dissertation, the focus shifted to exploring the potential of
AI in analyzing data within an LTC setting, specifically looking at how text min-
ing techniques can be applied to understand the quality of care from narrative
data collected in nursing homes. Two main studies were presented that demon-
strated the usefulness and possibilities of AI in analyzing qualitative data related
to the quality of care. The first study explored the application of text mining to
narrative data collected from interviews in the project ’Connecting Conversations’
with clients, their family members, and care professionals. This study showed
that text mining could extend our knowledge regarding the quality of care in a
nursing home setting by efficiently processing large amounts of textual data to
uncover valuable insights. The second study compared text mining to manual
coding methods in terms of analyzing interviews about the quality of care. This
comparison revealed that text mining could achieve high accuracy in sentiment
analysis and thematic content analysis, with more than 80% of the text segments
assigned the same themes and sentiments as manual coding. Additionally, text
mining demonstrated higher consistency compared tomanual coding, suggesting
that AI could offer a more objective and efficient approach to analyzing qualita-
tive data. However, expert feedback identified limitations in both the manual and
the text mining approach, highlighting areas for improvement. For example, the
text mining approach often coded shorter segments compared to manual coding.
These findings suggest that both approaches have complementary strengths and
limitations, which could be leveraged to achieve the best results. This shows that
text mining can be a valuable tool for analyzing narrative data in LTC.

2 Methodological Considerations

This section is dedicated to a reflection on the overarchingmethodological aspects
of this dissertation, specifically focusing on advancements in artificial intelligence,
in particular large languagemodels and natural language processing, and the lim-
ited testing by care professionals.

2.1 Advancements in Language Models

In the last few years, developments in the field of artificial intelligence (AI) have
been groundbreaking. This has been shown in a variety of fields, from improve-
ments to autonomous vehicles to AI that controls plasma in nuclear fusion, and
AI models that aid in drug discovery [3–5]. Similarly, the subject of large language
models (LLMs) has become particularly popular in recent years. LLMs have be-
come available in the form of transformer models such as GPT-4 and Claude 3.
These AI models are trained on much more data than the models used in this
dissertation, and are thus expected to be able to learn better and faster from
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manually coded text than the models that are reported on in this dissertation [6].
However, advances in the field are shifting towards smaller models that are more
parameter-efficient [7–9]. Parameter efficiency in LLMs refers to optimizing the
number of parameters used in the model to achieve high performance while re-
ducing computational power [10, 11]. By fine-tuning the parameters effectively,
smaller LLMs can achieve efficiency in terms of speed andmemory usage. This op-
timization is crucial for ensuring that the model is manageable and practical for
real-world applications such as a LTC setting, where privacy and low latency are es-
sential [6, 10]. Smaller open-sourcemodels such as LLaMA andMistral havemade
their appearance [12, 13]. Smaller more parameter-efficient LLMs may be more
usable in LTC settings, where the computational resources may be limited or ex-
pensive through software providers. Thesemodels can then be used in a variety of
ways. For instance, languagemodels have already been shown to answermedical
questions with high accuracy; this learnedmedical knowledge could be combined
with data from EHRs to provide personalized healthcare [14–16]. The challenge
of biases and limitations in models, as noted in the broader context of NLP [17,
18], also applies here, underscoring the importance of carefully training and fine-
tuning thesemodels to avoid perpetuating biases in care delivery. Smallermodels
can also be employedmore easily in practice, as they require fewer computational
resources and can be more easily integrated into existing systems [7–9]. Despite
advancements in current language models, the models used in this dissertation
are still relevant, as they are trained onmore specific data and are more easily ac-
cessible (i.e., due to their smaller size, they can be employed on a broader range
of hardware). Even more importantly, this dissertation offers a baseline model
for future research and development of LTC-specific models. Consequently, the
methods shown in this dissertation can be applied to newer models, and it only
requires small adjustments to the code to switch to a different foundation model
(e.g., a new model architecture that has been trained on large datasets).

It is important to note that while many LLMs are openly available and can be
used for free, it is very expensive (i.e., both in carbon emissions and monetar-
ily) to develop so-called ”foundation models” from scratch due to the required
computation resources [19]. A foundation model is ”any model that is trained on
broad data (generally using self-supervision at scale) that can be adapted (e.g.,
fine-tuned) to a wide range of downstream tasks” [19]. This does create a depen-
dency on technology companies that have the resources to train these models,
therefore it is important to keep in mind that these models may not be neutral,
and that they can contain biases [19]. That is why it is important for academic
institutions to also invest in training and fine-tuning these foundation models.

Despite the ongoing fast-paced research of LLMs, recent research has shown
that nuanced expression of sentiment (i.e., subtle differences on a scale from neg-
ative to positive) in text is not always recognized by the model [20]. While a recog-
nition of positive or negative sentiment can be recognized with accuracies above
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90%, when presented with 5 labeling options from positive to negative, the ac-
curacy falls to around 60% [20]. This suggests that nuanced expressions of senti-
ment aremore difficult to classify. Smallermodels, such as RoBERTa, are shown to
give similar performance [20]. This may indicate that larger models are not imme-
diately better at analyzing nuanced text, such as interviews in LTC. This could po-
tentially be resolved by using high-quality nuanced data. If this problem is solved,
the resulting models may be universally better at coding than humans.

2.2 Limited Testing by Care Professionals

While, many of the methods in this dissertation have been directed towards the
use of LTC, they have only been tested in a research setting. This limitation poses a
significant gap in understanding the practical applicability and usability of the de-
veloped methodologies and tools [21–23]. While the involvement of researchers
is invaluable for theoretical validation and initial usability testing, the real test of
these technologies lies in their application within an actual long-term care setting
[21, 22]. Care professionals interact on a daily basis with the complexities and
nuances of long-term care environments, that aren’t fully captured in a research
environment [24]. Their direct feedback and insights are crucial for refining these
AI tools and methodologies to ensure they meet the practical needs, workflow in-
tegration, and usability standards required for effective deployment in long-term
care settings [25].

2.3 Limits of Manual Coding Interviews

This thesis usedmanual coding as the golden standard to develop automatic cod-
ing. The process of manual coding, where human researchers categorize and an-
notate interview data, plays a crucial role in qualitative research [26]. However,
this approach is subject to limitations, particularly regarding consistency and reli-
ability. Studies have highlighted that inter-rater reliability, the degree to which dif-
ferent coders agree on the codes assigned to the same data, often hovers around
70% [27–29]. This variability in manual coding introduces challenges, especially
when attempting to utilize this data to train large language learning models. Es-
sentially, if researchers disagree on the classification of data, it becomes challeng-
ing for an algorithm to align with both perspectives simultaneously, thus imposing
a ceiling on the potential accuracy of any model trained on such data.

To mitigate inconsistencies between the coding results of different re-
searchers, one method is to refine the coding process by ensuring that re-
searchers discuss and reach consensus on the codes [30]. An alternative solution
could involve expanding the coding team beyond two individuals and adopting a
majority vote system for determining the final codes [31, 32]. This method could
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enhance the overall accuracy of the coding, which can be useful for training AI
models. However, it is important to recognize that increasing the number of
coders also escalates the resources required for data annotation, both in terms
of time and financial cost.

3 Theoretical Considerations

The theoretical contributions of this dissertation lie in its exploration of AI’s inte-
gration in long-term care. This work can be valuable in long-term care for older
adults (LTC), asmany tasks in LTC are still performedmanually, and becausemuch
of the data is currently not being used to make predictions. However, there are
also various ethical considerations, as well as considerations regarding the ex-
plainability of models.

3.1 Quality of Care in Nursing Homes

Humans possess an ability to detect nuanced emotions and themes that is cur-
rently better than LLMs [20]. This is essential in contexts like LTC where under-
standing emotional cues can significantly impact quality of care. This innate ca-
pability allows for a deep, empathetic understanding of individuals’ needs and
experiences, which is particularly crucial in LTC. However, the primary challenge
with relying exclusively on human capabilities for these tasks is the issue of scale
and time. As the volume and type of data on quality of care indicators in long-term
care (e.g., interviews, daily observations, and interactions) increases, the task of
manually processing and analyzing this information becomes impractical, if not
impossible, due to time constraints and the potential for human error [6].

Automatic speech recognition (ASR) and natural language processing (NLP) are
examples of technologies that offer a compelling solution for efficiently storing
data and retrieving information from it [33]. By automating the transcription and
preliminary analysis of spoken or written communication, these technologies can
handle vast amounts of data efficiently, making it feasible to gain insights from
large amounts of data that would be unmanageable manually. For example, data
from multidisciplinary meetings can be transcribed, summarized and added to
EHRs automatically, reducing the administrative burden on care professionals.
ASR technology can, for example, transcribe hours of interviews in a fraction of
the time it would take a human, while NLP can identify patterns, themes, and sen-
timents in textual data, providing a basis for further analysis [6, 33]. Although
these technologies may not yet match the nuanced understanding of humans
fully, they significantly expand the capacity to process and analyze data, enabling a
broader andmore systematic examination of quality of care indicators. For exam-
ple, by using AI models on larger volumes of data stemming from various sources
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(e.g., qualitative and quantitative data from EHRs and data from technological de-
vices such as sensors and wearables), this could lead to more informed decision-
making, improved care planning, and ultimately better care outcomes for clients
in LTC settings.

3.2 Responsible AI and Ethics

While AI can help provide valuable insights into the quality of care, it is impor-
tant to note that AI can be problematic if used improperly. That is why many
businesses and researchers are now advocating for ’responsible AI’ [19]. Respon-
sible AI describes the ethical and moral considerations that should be taken into
account when developing and deploying AI systems [19]. This term has been dis-
cussed frequently since the publication of models such as GPT-3.5 [34, 35]. These
models have large, generalized capabilities and can be used for a wide variety of
tasks including, for example, answering questions based on provided context, or
rendering artistic depictions based on a text description. However, proposed leg-
islation does seem to contain problems. For example, one type of regulation that
was proposed, was to force companies that develop AI to have certification (i.e.,
similar to how ISO certifications work) for their AI models [36, 37]. However, this
could increase the difficulty for universities and smaller companies to research
and develop models, as certification often involves a payment from the AI model
developer to the certification authority. This could increase the threshold for com-
panies – and especially for research groups – to enter the field of AI. This was, for
example, a criticism of earlier versions of the EU AI Draft; however, the final ver-
sion of the EU AI Act has been more lenient in this regard [36, 37].

The deployment of AI in LTC introduces significant challenges concerning the
scale of errors. Unlike human errors, which might affect a limited number of in-
dividuals, a single mistake by an AI model has the potential to impact thousands
due to its scalability [38–41]. For example, the Dutch tax authorities (’Belastingdi-
enst’) had many (i.e., more than 30k) incidents where parents who received child
care benefits were wrongfully marked as fraudulent (i.e., ’de toeslagenaffaire’) [42,
43]. This scalability underscores the need for rigorous safeguards and continuous
monitoring to prevent and mitigate the consequences of errors.

There are inherent biases in the use of AI. If a system is too sensitive (i.e., has
many false positives), users may become desensitized to that system. For exam-
ple, in a nursing home setting, a term called ’alarm fatigue’ is used to describe the
phenomenon where care professionals become desensitized to alarms because
they go off too often [44]. If a bed-alarm keeps going off, care professionals might
start to ignore the alarm, which could lead to a dangerous situation. On the other
hand, there is also the possibility of ’automation bias,’ where care professionals
might assume the technology is infallible [45]. Automation bias can lead to overre-
liance on AI decisions without sufficient critical evaluation, potentially overlooking
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or undervaluing human judgment and expertise [40, 46]. Continuing the example
of the ’Belastingdienst,’ the parents involved who pointed out that mistakes were
made, were repeatedly told that they were wrong and that the systemwas correct
[42, 43]. Addressing these challenges involves not only implementing stringent
data protection measures but also educating stakeholders about the limitations
of AI, creating a balanced approach that integrates AI insights with human over-
sight in an LTC setting.

3.3 Explainability of AI Models

Most of the AImodels discussed in this dissertation predominantly exhibit a ’black-
box’ nature. This term refers to the opaqueness in how these models process in-
put data and arrive at their conclusions or outputs [47, 48]. The internal workings
and decision-making processes of these models are often not easily understand-
able, even to experts in the fields of data science [47, 48]. This ’blackbox’ char-
acteristic poses a challenge in fields where understanding the rationale behind
decisions is important, such as in long-term care for older adults [49, 50]. The
blackbox nature of these models can impede trust and acceptance among users,
particularly when the decisions made by these systems have implications regard-
ing care outcomes [47–50]. For example, if an AI model is responsible for planning
the time spent with a client, it is crucial that care professionals understand how
the model arrived at its recommendations to ensure that the care provided is ap-
propriate and aligned with the client’s needs [49, 50]. For this reason, the area of
explainable AI (XAI) has been gaining traction in recent years, aiming to make AI
models more transparent and interpretable to users [49–52].

Research shows an inherent trade-off between designing AI models for
greater explainability and achieving optimal performance in terms of accuracy
and other metrics [51–54]. Increasing the transparency and interpretability of
models often requires simplifying their architectures or incorporating additional
mechanisms to track and elucidate decision paths [51, 52]. These modifications
can potentially compromise the model’s complexity and its ability to capture
nuanced patterns in data, thereby affecting its overall performance. This trade-off
is a consideration in AI development, especially in applications where both high
accuracy and understanding of model decisions are crucial [55, 56]. For example,
in a nursing home setting, an AI model that recommends care plans for clients
must balance the need for accurate predictions with the necessity of providing
explanations for these recommendations to ensure that care professionals can
trust and act on the model’s suggestions.

While AImodels, particularly large languagemodels (LLMs), are often criticized
for their lack of explainability, it is noteworthy that humans also often struggle to
fully articulate their decision-making processes [57–59]. The complexity of human
thought and the subconscious influences on our decisions often imply that com-
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plete self-explanation is unattainable [60, 61]. Interestingly, recent developments
in AI have introduced models capable of a form of self-reflection. These LLMs can
generate explanations of their reasoning, shedding light on how they arrive at cer-
tain conclusions [62–65]. Although these explanations may not reveal the entire
complexity of the underlying processes, they represent a significant step towards
bridging the gap between AI decision-making and human interpretability [64, 65].

4 Recommendations

4.1 Future Research

In the current dissertation, the focus was on specific thematic content analysis
(i.e., assigning themes to text segments) and sentiment analysis of interviews.
However, large language models (LLMs) can offer greater generalization for both
deductive (i.e., where themes are decided beforehand based on pre-existing liter-
ature) and inductive (i.e., where themes are derived from the text being analyzed)
analysis. Future research could explore the potential of LLMs in analyzing inter-
views in long-term care (LTC) settings. LLMs can be used to generate summaries
of interviews, identify patterns in the data, and even generate new insights based
on the content of the interviews [6]. These abilities can be used to provide deeper
insights into the quality of care in LTC settings, enabling researchers to uncover
hidden insights and trends thatmay not be immediately apparent throughmanual
coding. Additionally, LLMs can be used to analyze other types of data, such as care
plans, medical records, and observational data, to provide a more holistic view of
the quality of care in LTC settings. By leveraging LLMs in this way, researchers can
gain a deeper understanding of the factors that influence the quality of care and
identify areas for improvement.

The automatic speech recognition (ASR) model in this dissertation did not in-
clude any way of determining the number of speakers or the current speaker
identity. Future research could explore the potential of speaker diarization in ASR
models for LTC settings. Speaker diarization is the process of segmenting an audio
recording into speaker-specific segments, enabling researchers to identify who is
speaking at any given time [66]. By incorporating speaker diarization into ASR
models, researchers can gain a more nuanced understanding of the interactions
between clients, caregivers, and family members in LTC settings. This approach
could provide valuable insights into the dynamics of communication within these
environments, enabling researchers to identify patterns in speech and interaction
that may influence the quality of care.
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4.2 Daily Practice in Long-Term Care

It would be beneficial to develop AI assistants that can give nurses advice based
on client context. For example, in the case of an infection, the AI assistant could
advise on the best course of action, taking into accountmedical history and poten-
tial allergies. This support could significantly reduce nurse workload and decrease
the likelihood of errors by helping to prevent them before they occur. Moreover,
integrating predictive functionalities in these AI systems could greatly enhance
the quality of care. AI could be programmed to anticipate potential incidents such
as falls, pressure ulcers, or behavioral issues, allowing healthcare professionals
to proactively address these risks. Predictive insights into quality of care out-
comes would enable timely interventions, potentially preventing adverse events.
In terms of implementation, embedding such systems directly into existing elec-
tronic health records (EHRs) may be more feasible than developing standalone
voice assistants. This integration could streamline the adoption process, mitigat-
ing implementation challenges associated with more complex AI interfaces. This
comprehensive approach could improve the quality of life for clients by personal-
izing and enhancing care activities.

An AI system could assist in filling out medical records. For example, when a
nurse is filling in a medical record, the AI system could provide suggestions for
the next steps, based on the current context. This would reduce the time nurses
spend on administrative work and decrease the number of errors. Additionally,
this would aid in providing amore completemedical record, as the AI system could
help to fill in gaps in the medical record.

5 Conclusion

This dissertation has demonstrated the potential of AI in analyzing data regarding
the quality of care for older adults. It has shown that AI can be used to collect and
analyze data in nursing homes, thereby providing a more comprehensive under-
standing of the quality of care. The research presented in this dissertation can
serve as a foundation for future studies, offering a framework for AI application
in long-term care settings.
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This dissertation represented a comprehensive exploration of the uses of Artificial
Intelligence (AI) in long-term care (LTC), with a particular emphasis on the quality
of care for older adults. It was an in-depth study that navigated through the oppor-
tunities of data in LTC. The dissertation focused on two main challenges. Firstly,
it developed tools and methodologies to support data collection in LTC, automat-
ing manual processes. Secondly, it investigated the possibilities of AI in analyzing
textual data regarding the quality of care.

Chapter 1 set the stage for the dissertation by establishing the essential role of
resident perspectives in evaluating the quality of care in LTC settings. It high-
lighted the increasing demand for incorporating these perspectives to enhance
the quality of care and overall well-being of residents. The chapter underscored
the challenges posed by the vast amounts of data generated fromvarious sources,
such as questionnaires, sensors, interviews, and electronic health records, and
the need for advanced analytical methods to manage and interpret this data ef-
fectively.

Chapter 2 presented a scoping review aimed at understanding the current appli-
cation of data science techniques in LTC. The review included 27 studies, highlight-
ing a variety of techniques such as natural language processing (NLP), regression
models, support vector machines, random forest models, and convolutional neu-
ral networks. These techniques were primarily used to predict adverse outcomes
like falls, pressure ulcers, and infectious diseases, and to identify risk factors and
improve care practices. Despite the demonstrated effectiveness of these meth-
ods, the review found an under-use of data science in LTC settings. The findings
indicated a need for more strategic use of data science to exploit its potential
fully, emphasizing its value to gaining insights into the quality of care, informing
decision-making processes, and addressing challenges in LTC.

Chapter 3 studied the usefulness of Automatic Speech Recognition (ASR) and the
potential for improvement of ASR systems in LTC, especially for groups such as
older adults or individuals with distinct accents. Through iterative training with
diverse interview data from residents, family members, and care professionals,
the WER was significantly reduced, achieving around 80% accuracy. The final ASR
model demonstrated substantial improvements in transcription speed, making it
a valuable tool for reducing the time and effort required for verbatim transcrip-
tion, though it still required some manual corrections.

Chapter 4 focused on the development of an app-based version of the Maas-
tricht Electronic Daily Life Observation tool (MEDLO), using a User-Centered De-
sign (UCD) approach. End-users were involved in the development process to en-
sure the tool’s practicality and effectiveness in LTC settings. The chapter described
the iterative design process.
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Chapter 5 explored the application of text-mining techniques to narrative data
collected in nursing homes, presenting a novel approach to analyzing qualitative
data in long-term care. This study used various text-mining techniques, includ-
ing word frequency analysis, bigram frequencies, correlation analysis, sentiment
analysis, and topic clustering. By applying these methods to interview data from
nursing home residents, familymembers, and care professionals, the study identi-
fiedpatterns and insights related to the quality of care. The findings demonstrated
that text-mining could effectively process and analyze large volumes of narrative
data, revealing key themes and sentiments that contributed to understanding and
improving care in nursing homes.

Chapter 6 compared text mining andmanual coding, specifically focusing on sen-
timent analysis and thematic content analysis in the context of LTC. The chapter
studied a variety of criteria such as accuracy, consistency, and expert feedback.
The findings revealed that text mining not only matched but in some cases sur-
passedmanual coding in terms of consistency. The chapter discussed the implica-
tions of these findings, suggesting that textmining had the potential to become an
integral part of the coding process. However, it also acknowledged the limitations
of text mining, noting areas where manual analysis still held value. The chapter
concluded by advocating for a balanced approach that leveraged the strengths
of both text mining and manual coding to achieve the best outcomes in LTC data
analysis.

Chapter 7 discussed the key findings from the entire dissertation, including
methodological and theoretical reflections. It discussed advances being made
in AI and their effects on LTC, and it addressed the limited amount of testing
with care professionals. The chapter discussed the importance of responsible
and explainable AI in LTC. Additionally, it discussed privacy risks of applying AI
in a real-world setting and how the energy usage of large AI systems had an
influence on the environment. The chapter concluded with the opportunities that
automatic speech recognition and applications of NLP could bring to LTC.

In conclusion, this dissertation was a comprehensive and pioneering exploration
of the integration of AI in LTC. It provided valuable insights into how AI could
be used for data collection and analysis. By presenting innovative approaches
and highlighting the need for responsible and ethical AI use, this dissertation con-
tributed significantly to the field of LTC and set the stage for future research and
applications in this important area.
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Dit proefschrift is een beschrijving van een uitgebreide verkenning van de toepas-
sing van kunstmatige intelligentie (AI) in de langdurige ouderenzorg, in het bijzon-
der op de kwaliteit van zorg in de langdurige ouderenzorg. Deze verkenning was
een diepgaande studie die de mogelijkheden van het gebruik van data in lang-
durige ouderenzorg onderzocht. Het proefschrift richtte zich op twee doelstellin-
gen. Ten eerste het ontwikkelen van tools en methodologieën ter ondersteuning
van dataverzameling in de langdurige ouderenzorg, waarbij handmatige proces-
sen van zorgprofessionals werden geautomatiseerd. Ten tweede de toepassing
van AI bij het analyseren van tekstuele data met betrekking tot de kwaliteit van
zorg.

Hoofdstuk 1 schets de context van het proefschrift door de essentiële rol van be-
wonersperspectieven bij het evalueren van de kwaliteit van zorg in verpleeghuizen
vast te stellen. Het benadrukt de toenemende noodzaak voor het integreren van
deze perspectieven om de kwaliteit van zorg en het welzijn van bewoners te ver-
beteren. In dit hoofdstuk worden de uitdagingen benadrukt die werden gevormd
door de enormehoeveelheid data diewerden gegenereerd uit verschillende bron-
nen, zoals vragenlijsten, sensoren, interviews en elektronische patiëntendossiers,
en de noodzaak van geavanceerde analysemethoden om deze data effectief te
beheren en te interpreteren.

Hoofdstuk 2 presenteert een verkennende review gericht op het begrijpen van de
huidige toepassing van datatechnieken in de langdurige ouderenzorg. De review
omvatte 27 studies en belichtte verschillende technieken zoals text mining, NLP,
regressiemodellen, support vector machines, random forest-modellen en convo-
lutionele neurale netwerken. Deze technieken werden voornamelijk gebruikt om
ziektebeelden en gezondheidsproblemen als vallen, decubitus en infectieziekten
te voorspellen, risicofactoren te identificeren en zorgpraktijken te verbeteren. On-
danks dat de artikelen in deze review aantoonden dat de AI methodes effectief
zijn, bleek ook dat AI technieken relatief weinig worden ingezet bij het analyseren
van data afkomstig uit de langdurige ouderenzorg. De bevindingen wezen op de
noodzaak van een meer strategisch gebruik van datatechnieken om hun volledi-
ge mogelijkheden te benutten, en benadrukten hun waarde bij het verkrijgen van
inzichten in de kwaliteit van zorg, het leveren van informatie voor besluitvormings-
processen en het aanpakken van uitdagingen in de langdurige ouderenzorg.

Hoofdstuk 3worden de bruikbaarheid van automatische spraakherkenning (ASR)
en de mogelijkheden voor verbetering van ASR-systemen in de langdurige oude-
renzorg onderzocht, met name voor groepen zoals ouderen of mensen met ver-
schillende accenten. Door iteratieve trainingmet diverse interviewdata van bewo-
ners, familieleden en zorgprofessionals werd deWER (woordfoutpercentage) aan-
zienlijk verminderd, met een nauwkeurigheid van ongeveer 80%. Het uiteindelijke
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ASR-model leidde tot aanzienlijke verbeteringen in transcriptiesnelheidaan, waar-
door het een waardevol hulpmiddel werd om de tijd en moeite die nodig waren
voor letterlijke transcriptie te verminderen, hoewel er nog steeds enige handma-
tige correcties nodig waren.

Hoofdstuk 4 richtte zich op de ontwikkeling van een app van de Maastricht Elec-
tronic Daily Life Observation Tool (MEDLO), met behulp van een een op de gebrui-
ker gerichte benadering (UCD). Eindgebruikers werden betrokken bij het ontwik-
kelproces omde bruikbaarheid en effectiviteit van dit hulpmiddel in de langdurige
ouderenzorg te waarborgen. Het hoofdstuk beschrijft het iteratieve ontwerppro-
ces. Dit resulteerde in een appmet verbeterde bruikbaarheid, die werd gepresen-
teerd als een casestudy van de adaptatie van technologie in de langdurige oude-
renzorg.

Hoofdstuk 5 verkent de toepassing van textmining-technieken opnarratieve data
die in verpleeghuizen zijnverzameld, en presenteert een nieuwe benadering voor
het analyseren van kwalitatieve data in de langdurige zorg. In deze studie zijn ver-
schillende text mining-technieken gebruikt, waaronder woordfrequentieanalyse,
bigram-frequenties, correlatieanalyse, sentimentanalyse en topic clustering. Door
deze methoden toe te passen op interviewdata van verpleeghuisbewoners, fami-
lieleden en zorgprofessionals, zijn patronen en inzichten met betrekking tot de
kwaliteit van zorg geïdentificeerd. De bevindingen toonden aan dat text mining
een effectief middel is om grote hoeveelheden narratieve data te verwerken en
analyseren. Hierdoorwerdenbelangrijke thema’s en sentimentenblootgelegd, die
bijdroegen aan een beter begrip en de verbetering van de zorg in verpleeghuizen.

InHoofdstuk 6worden text mining en handmatige codering vergeleken, met een
specifieke nadruk op sentimentanalyse en thematische inhoudsanalyse in de lang-
durige ouderenzorg. Het hoofdstuk bestudeerteen verscheidenheid aan criteria,
zoals nauwkeurigheid, consistentie en feedback van deskundigen. Uit deze verge-
lijking bleek dat text mining qua consistentie niet alleen overeenkwammet hand-
matige codering, maar het in sommige gevallen zelfs overtrof. Het hoofdstuk be-
spreekt de implicaties van deze bevindingen en toont aan dat text mining het po-
tentieel heeft om een integraal onderdeel van het coderingsproces te worden. Het
erkent echter ook de beperkingen van text mining en wijst op situaties waar hand-
matige analyse nog steeds van waarde is. In de conclusie van dit hoofdstuk wordt
gepleit voor een evenwichtige benadering, waarbij gebruik wordt gemaakt van de
sterke punten van zowel text mining als handmatige codering, om zodoende de
beste resultaten uit gegevens van de langdurige ouderenzorg te behalen.
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Hoofdstuk 7worden de belangrijkste bevindingen van het gehele proefschrift ge-
presenteerd, waarbij zowel methodologische als theoretische reflecties worden
besproken. Het gaat in op de huidige vooruitgang in AI en de gevolgen hiervan
voor de langdurige ouderenzorg Ook wordt er aandacht besteed aan de beperk-
te hoeveelheid testen met zorgprofessionals en het belang van verantwoord en
verklaarbaar AI-gebruik in de langdurige ouderenzorg. Bovendien worden de pri-
vacyrisico’s van het toepassen van AI in een real-world setting benoemd en is er
aandacht voor de invloed van het energieverbruik van grote AI-systemen op het
milieu. Het hoofdstuk sloot af met de kansen die automatische spraakherkenning
en toepassingen van NLP de langdurige ouderenzorg kunnen bieden.

Tot slot biedt dit proefschrift een eerste verkenning van het gebruik van AI-
technieken in het analyseren van data die in de langdurige ouderenzorg is
verzameld. Het biedt hierbij waardevolle inzichten in hoe AI kan worden gebruikt
voor dataverzameling en -analyse. Door het gebruik van vernieuwende benade-
ringen en door het belang van verantwoord en ethisch AI-gebruik te benadrukken,
draagt dit proefschrift bij aan het gebied van de langdurige ouderenzorg en heeft
het de weg vrijgemaakt voor toekomstig onderzoek en toepassingen op dit
belangrijke gebied.
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In 2020, the ’Limburg Living Lab in Aging and Long-Term Care’ recognized the im-
portance of using larger datasets and researching innovative data analysis meth-
ods. The ’Core Group Data science’ was established to collaborate with care orga-
nizations on this topic. This working group consists of data analysts, innovation
mangers and business intelligence experts from care organizations in Limburg
(MeanderGroep Zuid-Limburg, Sevagram, Envida, Cicero Zorggroep, Zuyderland,
Vivantes, De Zorggroep, Land van Horne & Proteion) as well as researchers from
Zuyd Hogeschool and Maastricht University. This marks a significant milestone in
advancing research. This dissertation, one of the first major projects to emerge
from this initiative, focuses on the data analysis of developed measurement tools
within the Living Lab.

In this dissertation, we show that the use of AI and data science in nursing
homes can lead to significant scientific advancements and advancements in the
way that LTC is conducted. The development of tools like the MEDLO app and
the Transcription Tool represents major progress in data collection and analysis,
offering faster and user-friendly methods for collecting nursing home data. This
enhances the quantity of research that can be conducted in nursing homes, be-
cause it enables more people collected data in a structured manner. The disser-
tation has contributed in various ways, including the development of automated
tools for data collection and analysis, the enhancement of research methodolo-
gies, including automatic speech recognition (ASR) and natural language process-
ing (NLP) approaches.

Societal Impact

This dissertation has had many developments that could aid in quality of care
analysis. One key development is the transcription program based on a refined
automatic speech recognition (ASR) model. This tool enables researchers to easily
convert collected data from elderly care into text for subsequent analysis. By au-
tomating the transcription process, the ASR model significantly reduces the time
and effort required for manual data conversion, thereby allowing researchers to
focus on more in-depth analysis and improving overall data accuracy. This tool
is particularly valuable for converting interviews and observations into analyzable
text, facilitating amore comprehensive understanding of the experiences of older
adults in care. Furthermore, this thesis has contributed to the use of natural lan-
guage processing (NLP), advancing research regarding the automation of quality
of care analysis. We have shown various ways in which NLP can be used to ana-
lyze data, including the developmentmodels that can automatically code data. We
have shown that these models are capable of analyzing with accuracies of above
80%. These models can be used in applications to streamline the coding process,
making it more efficient and less prone to human error. Both the ASR model and
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the NLP model developed in this dissertation are currently being used to further
advance the Connecting Conversations method. These offer an advantage com-
pared to general models (e.g., Llama 3, GPT 4), because our models were trained
on text and speech data from a LTC setting. A specific module was developed
that automatically translates speech into text of older adults, their family care-
givers, and staff in nursing homes regarding their perspective on quality of care.
In addition, by using the developed NLP techniques, the collected data can be au-
tomatically analyzed. This empowers frontline staff and management in nursing
homes to gain better insight in the quality of care themselves and use narrative
data to improve care processes. Connecting Conversations is now implemented
on a national level.

The creation of the MEDLO app, based on the existing Maastricht Electronic
Daily Life Observation (MEDLO) method, has greatly simplified data collection in
the field. This app is designed to be user-friendly, making it easier for researchers
to gather data on the quality of life of persons with dementia. By transforming the
traditionally cumbersome Excel-based system into a streamlined digital applica-
tion, the MEDLO app enhances the efficiency of data collection and analysis. This
improvement not only aids researchers but also ensures that the data collected is
more accurate and representative of the real-life conditions of residents. Further-
more, it enhances the use of the app by nursing staff themselves, also employing it
as a quality improvement strategy or tool. In addition, the research demonstrates
the capability of automated coding to a significant extent. This advancement al-
lows researchers to analyze datamore quickly and extensively. Automated coding
reduces the time-consuming nature of manual data analysis, enabling the exami-
nation of larger datasets and providing deeper insights into the quality of care in
LTC settings. This capability enhances the scope of research, allowing formore ro-
bust and comprehensive studies that can drive meaningful improvements in care
practices.

Scientific Impact

This dissertation has demonstrated the significant potential of artificial intelli-
gence (AI) and data science in improving long-term care (LTC) for older adults.
The research showcases how advanced technologies can be integrated into LTC
settings to enhance data collection, analysis, and ultimately, the quality of care
provided. One of the major contributions of this work is the development and
validation of AI models that can automatically code qualitative data related to
the quality of care. These models have achieved high accuracy rates, significantly
reducing the reliance on manual coding, which is often time-consuming and
subject to human error. This advancement enables researchers to handle
larger datasets more efficiently, allowing for more comprehensive studies that
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can uncover deeper insights into care practices. Additionally, the dissertation
highlights the importance of not solely relying on computer-generated analyses.
While AI tools offer significant advantages, the research emphasizes the need
for a balanced approach where human oversight remains crucial. This ensures
that the data and insights derived are both accurate and contextually relevant.
Another notable scientific contribution is the detailed process for converting
interview recordings into analyzable data. By employing automatic speech
recognition (ASR) technology to transcribe audio data and then utilize natural
language processing (NLP) techniques for analysis, this process streamlines data
collection while providing a rich source of information. This methodology not
only enhances the efficiency of research but also enriches the understanding of
care practices and outcomes in LTC settings. The dissertation also maps out the
possibilities in the field of AI and LTC, with a significant portion of the research
originating from this work. This comprehensive exploration of AI applications in
LTC provides a valuable framework for future research, guiding the development
of new tools and methodologies that can further improve the quality of care for
older adults.

Dissemination of Findings

The findings of this dissertation have been widely disseminated through interna-
tional conferences and reputable journal publications, ensuring broad visibility
and impact. Presentations at conferences such as the Nordic Congress of Geron-
tology 2022, NVG-KNOWS ’Nationaal Gerontologiecongres’ 2022, SANO ’Weten-
schapsdag’ 2023, and GSA 2023 were conducted for groups including scientists
and care professionals, innovation managers, and data/ICT specialists working in
long-term care. These conferences provided platforms to showcase the practical
applications of tools like the automatic speech recognition (ASR) model and the
Maastricht Electronic Daily Life Observation (MEDLO) app, highlighting their po-
tential to streamline data collection and enhance the quality of care in nursing
homes. Feedback from these events has been invaluable in refining methodolo-
gies and addressing implementation challenges.

In addition to conference presentations, several high-impact journal publica-
tions have further disseminated the research findings. Four of the chapters were
published in high-impact peer-reviewed journals, including Chapter 2, Chapter 3,
Chapter 5, and Chapter 6. These publications demonstrate the growing interest
in innovative AI applications in LTC regarding quality of care.
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These dissemination facilitated amore receptive environment for adopting in-
novative AI technologies in LTC-based research and in LTC in general. By engaging
with the broader scientific and professional communities through these channels,
the dissertation has contributed to advancing the understanding and application
of AI in improving the quality of care for older adults, laying the groundwork for
future innovations and practical applications in this critical field.
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Open science, as demonstrated throughout the dissertation, exemplifies the inte-
gration of accessible, comprehensive knowledge with practical application. This
dissertation stands out as they are accompanied by code, offering a level of de-
tail and practical understanding that often exceeds the constraints of traditional
academic papers. Academic papers typically face word limits, which can restrict
the depth of explanation and detail they can provide. In contrast, the accompa-
nying code serves as a more expansive and interactive form of knowledge dis-
semination. This dissertation is meticulously crafted to resonate with a broader,
non-technical audience, ensuring that the insights and methodologies they con-
tain are not just reserved for experts but are accessible and comprehensible to a
wider public. This approach not only enhances the transparency and applicability
of scientific research but also bridges the gap between complex scientific concepts
and everyday understanding. Links to the code repositories can be found in Figure
7.1.

(a) The code corresponding with Chapter 3. (b) The code corresponding with Chapter 5.

(c) The code corresponding with Chapter 6.

Figure 7.1: QR Codes and URLs for GitHub Repositories
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Het moment is eindelijk daar: het boekje is af. Ik heb hier lang naar uitgekeken,
maar nu het zover is, voelt het toch een beetje gek. De afgelopen jaren heb ik
veel geleerd en heb ik veel leuke, interessante en bijzonderemensenmogen leren
kennen en ontmoeten. Ik heb veel mensen om mij heen gehad die mij hebben
geholpen, en ik wil graag iedereen bedanken die hieraan heeft bijgedragen.

Dit onderzoek was niet mogelijk geweest zonder de Academische Werkplaats
Ouderenzorg Limburg (AWO-L). Ik wil daarom graag iedereen bedanken die
betrokken is bij de AWO-L. Helaas begon mijn onderzoek net toen we vanwege
COVID-19 allemaal thuis moesten werken, waardoor ik veel van jullie pas later in
het echt heb ontmoet. Dankzij het harde werk van de dataverzameling, die al was
gedaan voordat ik begon, kon ik toch meteen aan de slag met het analyseren van
de data.

Beste team, ik wil jullie graag bedanken voor de fijne samenwerking. Ik heb
veel van jullie geleerd en ik hoop dat jullie ook wat van mij hebben opgestoken
(alhoewel ik weet dat ik het jullie soms ook erg lastig heb gemaakt met alle tech-
nische termen).

Jan, jij hebt mij altijd gesteund in mijn onderzoek en me de vrijheid gegeven
om mijn eigen koers te varen. Mijn resultaten en programma’s waren soms wel
erg technisch; misschien dat jeme daaromook een ”tovenaar” bent gaan noemen.
We hebben soms erg ons best moeten doen om elkaar te begrijpen, maar ik denk
dat we daar goed in zijn geslaagd, en het resultaat mag er zijn. Nu het proefschrift
af is en ik dit dankwoord schrijf, ben ik er nog steeds niet achter wat sommige van
de hiërogliefen in je handgeschreven feedback betekenen. Ik wens je veel succes,
en ik hoop dat je nog veel mooie dingen mag doen.

Hilde, het is bijna moeilijk om te geloven dat er dingen zijn die jij niet leuk
vindt, want alles wat ik liet zien van ons onderzoek werd door jou begroet met:
”Wat leuk!”. Het is een deugd om jou te zien stralen als je over je onderzoek praat
(vooral op gouden hakken), en ik hoop dat ik later inmijn carrière net zo vol passie
over mijn werk kan vertellen. Ik ben je dankbaar voor je enthousiasme en je inzet
voor ons onderzoek. Ik wens je dan ook nog veel succes met je de rest van je
onderzoek.

Sil, jouw toewijding en enthousiasme zijn een grote bron van inspiratie voor
me geweest. Jij weet als geen ander hoe je de wetenschappelijke lat hoog kunt
leggen. Ik ben je dankbaar voor je grondige feedback en het meedenken over
details. Ik heb ontzettend veel geleerd van jouw kennis en ben blij met de fijne
samenwerking die we hebben opgebouwd. Dank je wel voor alle tijd en moeite
die je in mijn onderzoek hebt geïnvesteerd.
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Katya, Audrey en Erica, jullie hulp was onmisbaar tijdens mijn onderzoek.
Katya, jouw precisie en vastberadenheid om alles goed te organiseren hebben de
dataverzameling enorm soepel laten verlopen. Audrey, jouw geduld en oog voor
detail zorgden ervoor dat het testen van mijn programma’s zonder problemen
verliep. Erica, jouw scherpe inzichten en vermogen ommet creatieve oplossingen
te komen hielpen bij het verbeteren van de efficiëntie van mijn programma’s. Ik
wil jullie alle drie hartelijk bedanken voor de fijne samenwerking en toewijding.

Sander, jij was een geweldige sparringpartner op het gebied van AI. Onze
gesprekken over de nieuwste LLM’s, de vooruitgang in machine learning en de
richting waarin de technologie zich beweegt, hebben mij enorm geïnspireerd.
Je stond altijd open voor het delen van nieuwe ideeën en je hebt me geholpen
om steeds kritisch naar mijn eigen werk te blijven kijken. Bedankt voor alle
stimulerende gesprekken en inzichten die je met mij hebt gedeeld.

Beste collega’s van de AWO-L, dankzij jullie heb ik de universi-tijd van mijn
leven gehad. Ik weet dat jullie het zullen missen, dus ik vertrouw erop dat jullie
de woordgrappen in dit stuk kunnen waarderen. We hebben vaak samen lekker
geluncht, geborreld en koffie gedronken. Die momenten hebben niet alleen bi-
jgedragen aan een fijne werksfeer, maar ook aan een hechte band binnen de vak-
groep. De sfeerwas altijd warmen open, ondanks het gebrek aan een verwarming
in ’Dub30’. Jullie betrokkenheid en steun hebben mijn onderzoekservaring extra
bijzonder gemaakt. Heel erg bedankt voor alle mooie herinneringen en gezel-
ligheid!

6 Vrienden

Yannick, ik heb je leren kennen bij de dansvereniging en ik had toen al veel be-
wondering voor het feit dat je voor elke dag van het jaar een ander pak lijkt te
hebben. Al ben ik ook wel trots dat ik, als een van de weinigen, je een keer in een
T-shirt heb mogen zien. Er is veel bier doorheen gegaan in onze tijd samen, ook
al drinken we allebei tegenwoordig wat minder. Als een van ons een keer hulp
nodig had, was een telefoontje met ”Hey, heb je zin in KFC?” genoeg om de an-
der te overtuigen om te komen helpen. Bovendien heb ik dankzij jou geleerd hoe
waardevol en duurzaam avocadopitten kunnen zijn. Ik ben blij dat ik je heb leren
kennen, en ik hoop dat we nog veel biertjes zullen drinken in de toekomst.

Larissa, je bent een dappere vrouw. Terwijl ik af en toe gefrustreerd was met
mijn PhD en twijfelde of ik nog wel wilde doorgaanmetmijn onderzoek, heb ik jou
toch weten te overtuigen om zelf een PhD te gaan doen en inMaastricht te blijven.
Ik weet nog dat ik tegen je zei: ”Do it, but don’t do it.” Ik ben blij dat je toch deze
stap hebt gezet en dat je het ook leuk vindt. Hoewel je het tegenwoordig wel heel
druk hebt met je PhD, hoop ik dat er genoeg zonnige dagen zullen zijn waarop we
samen een ”Paso Doble” kunnen dansen in het park. Nog veel succes met je PhD.
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Joris, wij kennen elkaar natuurlijk ook al een hele tijd via de dansvereniging.
We hebben samen in het bestuur gezeten, waar we allebei wat meer feestjes
hadden willen geven. Daarna ben je met je hotel begonnen, waar ik je graag bij
geholpen heb. Het is jammer dat ”Fris.” er niet meer is, maar ik ben blij dat we nog
steeds contact hebben, zelfs nu je in het buitenland woont samen met Berenice.
Ik hoop dat jullie snel weer naar Nederland komen, want ik kijk erg uit naar jullie
bruiloft.

Marc, ik ken jou natuurlijk als de broer van Yannick, maar de laatste tijd zijn we
steeds vaker samen wat gaan drinken. Die avonden eindigen vaak bij de frituur,
waar je niet vies van bent. Ondanks je passie voor Grieks en je verfijnde smaak
voor exotisch eten, ben je altijd in voor wat vettigs—zeker als ik je een keer help
met statistiek. Je bent ontzettend vrijgevig, en ik voel me regelmatig schuldig als
jij weer de rondjes betaalt. En dan is er nog je stijl: hoewel Yannick meestal in pak
verschijnt, ben jij toch de meest stijlvolle van de twee met je kraanvogel-smoking.
Jammer dat jemisschien weggaat uit Maastricht, maar ik wens je wel nog heel veel
geluk.

Marco, ”Donde está la biblioteca?” Natuurlijk heb jij de universiteitsbibliotheek
gevonden, want je bent ook bijna klaar met je PhD. Dat heb je zeker niet alleen
gedaan: er was veel salsa, tequila en spicy food om je te helpen. Wanneer ik bij
”With Love Burrito” bestel, vind ik de sour cream al pittig genoeg, maar jij lijkt geen
enkele hoeveelheid pepers op te merken. Dat doet me wel een beetje twijfelen
aan je geloofwaardigheid als voedingswetenschapper. Tussen een Mexican en
een Mexi-can’t, ben jij zeker een Mexi-can. Ik hoop dat je snel je PhD afrondt en
dat je blijft salsa dansen met ons.

Celine, je bent er natuurlijk ook bijna, net als Marco. Misschien twijfel je daar
af en toe aan, maar weet dat wij er allemaal zijn om je te steunen. Ik denk niet
dat ik iemand ken die zo ontzettend lief is als jij. Vandaar dat we je ook af en toe
zeggen dat je een beetje zelfzuchtigermag zijn. Je hebt wel bewezen dat je dit kan,
bijvoorbeeld toen we een keer Thais gingen eten en je ter plekke besloot om een
gong te bestellen. Het resultaat mag er zijn, want hij klinkt fantastisch, maar niet
zo fantastisch als jouw Franse hoorn. Dat je muzikaal bent, is natuurlijk ook niet
zo gek, want ook met salsa dansen ga je helemaal los. Ik wens je nog heel veel
succes met je PhD en hoop dat je nog veel mooie dingen mag doen.
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7 Familie

Oma, bedank veur alle leefde en zörg ummer. Ich höb vaak bie uch en opamaoge
logere. Dao door weit ich waal ouch dat ich mot oetkieke eine sopteier, maar dat
is gelökkig allemaol good gekomme. Mit kaesjmes maak geer nog ummer lekkere
pasteitjes en de knien in ’t zoer is nog ummer get wo ich nao oetkiek. Geer zeet
ummer erg greuëtsj op mich gewaes en ich bèn uch hiël dankbaar veur wie geer
mich ummer gesteund höb. Een dikke knoevel van mich.

Opa, jaomer genóg koos geer neet mièr bie de promotie zin, maar geer hub
nao 3,5 lestige jaore in de rolsjtool toch uch rös gevònje. Ich weit nog dat veer
ummer same appele gingen haole bie Mia en dat ich dan ouch op de weagsjaol
maogde staon. Van tummere koos geer waal get, maar geer koos ouch genóg
klómmele, want ich höb uch toch waal vaak gezeen met akelige roäi pleisters óm
de vingere. Boete dat, koos geer ouch good klómmele mit de computer, wo ich
ouch vaak genóg rommel vanhöbopgeruimd. ’Twaor ummer leuk om in de zomer
door de tuin te renne en te zeen wie geer aan ’t böttele waort. Geer zeet ummer
hiel trots op mich gewaes mit mien studie en PhD. Ich mis uch.

Mama, gehr steunt mich altied in alles wat ich doon. Geer höb mich erg ges-
teund in ’t vinge van ein hoes, en geer hulp mich ouch mit poetsen. Ich huër uch
dan waal knotere, omdat ich te väöl rotzooi höb. Geer zeet ummer thoes gewaes
om veur Roel en mich te zörge. Och deeg geer os euveral brenge en hoale om
dao nao spek mit ei, bótramme en een beaker chocomel te maken. Geer zeet
ouch ein stök henjiger dan papa. Vreuger höb geer mich ouch väöl gehollepe mit
hoeswerk. Ich bèn uch erg dankbaar veur alles wat geer veur mich doot. Ich haop
dat ich uch trots maak mit mien PhD.

Papa, geer waord en zeet nog altied ein groat voorbeeld veur mich. Uch hulp
mit mien hoeswerk en uche raod höbbe mich altied gesjtimuleerd om door te
zètte. Netuurlik haet Socrates mich waal ein bietje op mien paad gezat mit de
IT,maar ouch Game Maker haet mich väöl gelièrd. Van DOOM en Heretic höb ich
dankzij uch ouch genóg mit gekrege. En nao dat geer al ein aantal ultra-trails hub
gerend hub ouch ich eindelijk eine marathon gelaupe. Ich bèn uch erg dankbaar
veur alles wat geer veur mich doot.

Roel, dich bèsmit dien PhD in optics bezig. ’T is netuurlik waal een ganse rit om
eedere daag nao Eindhoven te gaon, maar de deis ’t toch ondanks dat de treine
neet ummer op tied rieje. Boete dien PhD bès dich netuurlik ouch de Pi- ano Man
van de femilie, en ’t is leuk dat veer dich af en toe ouch maoge huëre zonger dat
ze diene koptelefoon op höbs. De bès netuurlik ouch de langste en sjlankste van
os twiè. Dan bèn ich toch maar de kleine dieke. Ich ving ’t leuk dats doe sjtraks
bie mien promotie bes en ich verheug mich op dae van dich.
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